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KURZFASSUNG

Das Thema dieses Forschungsprojektes fokussiert sich auf die mengenbasierte Anal-
yse der transienten Rotorwinkelstabilität in Stromversorgungssystemen. An diesem
Themenbereich wurde in der kürzeren Vergangenheit intensive Forschung betrieben,
da die mengenbasierte Analyse als theoretischer Rahmen dient, in dem ein komplexes
Stromnetz durch begrenzte Entkopplungsvariablen in kleinere Teilsysteme zerlegt wer-
den kann. Auf diese Weise kann die Analyse zerlegter Netzelemente separat durchge-
führt, und schließlich eine Aussage über das Gesamtsystem getroffen werden.

Dieses Forschungsprojekt untersucht zunächst die Grundlagen der Stabilität von
Stromversorgungsnetzen, der Stromnetzmodellierung, der Barrierentheorie, der Net-
zentkopplung und der mengenbasierten Analyse unter Verwendung der Barrierenthe-
orie. Die Arbeit beschäftigt sich ferner mit der Mengenvaliditätsanalyse für zulässige,
und robuste invariante Mengen, und legt schließlich eine Konjektur über die Existenz
von Barrierephasen fest. Anschließend folgt eine Untersuchung der Barrierephasen im
Zusammenhangmit der Konsistenz der Mengen sowie die Plausibilität zur Entwicklung
eines iterativen Algorithmus, der diese Phasen als Basis verwendenwürde, ummengen-
basierte transiente Stabilitätsanalyse zu automatisieren.
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ABSTRACT

Themain topic of this research project focuses on set-based transient rotor angle stabil-
ity of power systems. This topic area has been subject to extensive research recently,
as set-based analysis serves as a theoretical framework in which a complex power
network can be decomposed into smaller subsystems through a bounded decoupling
variable. This way, analyses of decomposed power system elements can be conducted
individually, eventually incorporating them into a statement about the whole system’s
stability.

This research project initially explores the fundamentals of power system stability,
power grid modeling, the theory of barriers, grid decoupling, and set based analysis uti-
lizing the theory of barriers. Thework further engages in discussing set-validity analysis
for admissible-, and robust invariant sets, arriving at a conjecture proposing the exis-
tence of barrier phases. Subsequently, further exploration of what barrier phases imply
about set validity, and whether it would be plausible to develop an iterative algorithm
utilizing them to automate of set-based transient stability analysis is carried out.
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NOTATION

A Node MRPI area
A Power output / power demand of the th node
A Admissible set
[∂A]_ Admissible set barrier
c Combined node dynamics vector
D Damping constant of the th node
D Disturbance space
d Disturbance input
d̄ Input corresponding to the barrier trajectory
δ Torque angle or angular deviation
δmin, δmx Angular constraints boundaries
δsat Saturated torque angle
E∗


Steady-state internal voltage of the th node
ƒ (·) System dynamics
ƒG,,j The th component of the dynamics of the jth generator node
ƒL,,j The th component of the dynamics of the jth load node
(·) Continuous feedback control law
 Set of all generator nodes
G Constraint set
G0 Constraint boundary set
G_ Constraint internal set
γj Phase shift involved in the coupling between nodes  and j
g(·) Constraint function of the th constraint
H Inertia constant of the th node
h(·) System output function
 Current injection vector
ref Index of the reference node
Kj Strength of dynamical coupling between nodes  and j
Λ Set of all load nodes
λ̄ Adjoint vector
λ⌣, Lower adjoint evolution
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λ⌢, Upper adjoint evolution
M Angular momentum
M Maximal robust positively invariant (MRPI) set
[∂M]_ MRPI set barrier
N Number of machines/nodes/oscillators in the system
N Set of the th node’s neighboring nodes
ω,ωR Frequency or rotation speed, reference frequency
P∗


Steady-state active power injection of the th node
Ps, Pe, P Shaft-, electrical-, and accelerating power
p Number of state-space constraints
Θ Oscillator phase of the th oscillator
t̄ Time of angular constraint boundary intersection
t̄⌣, Time of the lower barrier candidate’s tangential intersection of the

higher constraint boundary.
t̄⌢, Time of the upper barrier candidate’s tangential intersection of the

lower constraint boundary.
t̃ Time of the first ω = 0 axis intersection
U State-dependent control space
 Control input
X State space
X(·) Phase-dependent influence
 State vector
̄ Initial state on the admissible-, or MRPI barrier
eq State vector at equilibrium
d̄,̄,d̄ Barrier trajectory with initial conditions ̄ and brd
⌣, Lower candidate trajectory
⌢, Upper candidate trajectory
Y Output space
Y Nodal admittance matrix
y Output vector
yj Admittance between nodes  and j
yj Admittance between nodes  and j
V Voltage injection vector
V∗


Steady-state terminal voltage of the th node
Z Control space
Z(·) Phase-dependent response
z̄ State of angular constraint boundary intersection
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CCT Critical Clearing Time
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THEORETICAL BACKGROUND 1
The generation of electrical energy and the delivery thereof is an area of electrical en-
gineering that brings along problems that excite many experts, as in our current times,
most households and businesses depend on a safe and reliable power source to oper-
ate.

However, such a power source presupposes a reliable transmission-, and distribution
grid of interoperating electrical equipment. When it comes to reliability, it is inevitable to
examine such an electrical network as a whole. Thus, power grid models for simulation
and analysis were developed to enable and support power systems management.

1.1 Power Systems Stability

Power systems management is concerned with a safe and reliable power flow in three
aspects as described in [18]:

• Power system protection deals with the safe operation of power system equip-
ment, such as transformers, generators, and transmission lines. [18, Part I]

• Power system control has to do with the (economically) optimal operation of the
whole power grid, thus involves topics such as energy management, and the unit
commitment- and optimal power flow problems. [18, Part III]

• Power system stability is focusing on preserving the integrity of the power grid in
that the power system as a whole is able to regain a state of equilibrium after a
physical disturbance [18, Part II], and is the part we will be most concerned with
in this work.

As described in [23, S. 2.2], it makes practical sense to break the problem of power
system stability up into (sometimes overlapping, but more or less distinct) classes and
subclasses that are similar in physical nature, the magnitude of the disturbance, in af-
fected devices, processes, or applicable calculation methods. Figure 1.1 serves as a
brief overview of this classification.

• Voltage stability is concerned with being able to maintain an acceptable voltage
level on all buses after a disturbance has occurred [23, S. 2.1.2]. Voltage stability
might be further divided into overlapping subcategories of small- or large distur-
bance stability as well as short-, and long term stability [18, S. 8.2.3].

• Frequency stability is concerned with the power system’s ability to maintain it’s
steady frequency after amajor disturbance, resulting in a significant imbalance be-
tween power generation and consumption. [18, S. 8.2.4] Such major disturbances

1



1.1 POWER SYSTEMS STABILITY

Power System
Stability

Voltage Stability Frequency Stability Rotor Angle Stability

Small/large signal

Short/long term

Long-term Small signal

Transient

Figure 1.1: A simplified classification of Power System Stability. Adapted from [23].

cause significant deviation of voltages, frequencies, and power flows that require
adjusting slow processes and controls (such as boiler-, or conduit dynamics), and
so are not included in other models for Power system stability. [23, S. 2.1.3] "Gen-
erally, frequency stability problems are associated with inadequacies in equipment
responses, poor coordination of control and protection equipment, or insufficient
generation reserve." [18, S. 8.2.4]

• Rotor angle stability is concerned with the ability of a power system of intercon-
nected synchronousmachines tomaintain synchronism, and has to dowith study-
ing electromechanical oscillations present in the system. Rotor angle stabilitymay
further be subdivided into two subcategories: small signal stability, and transient
stability. The former is concerned with the ability of the power system to main-
tain phase synchronism under continuous disturbances (such as ever-present
changes in power generation and consumption) considered small enough for sys-
tem equations to be linearized, while with the latter the focus is on whether the
power system is able to maintain synchronism following a disturbance so severe,
that the pre-, and post disturbence steady state of the power system differ signif-
icantly. [23, S. 2.1.1] [18, S. 8.2.2]

Of all power system stability classes, this work will be considered with transient rotor
angle stability exclusively.

1.1.1 Transient Stability

As described above, transient stability analysis deals with fault scenarios in which the
pre-, and post-disturbance steady states differ significantly. Speaking of changes in
power system steady state it is worth touching on the subject of Operating States as
conceptualized in [14] and further studied in [17], according to which, three sets of equa-
tions supervise power system operation:

• A set of differential equations describing the physical laws governing the dynam-
ical behavior of the system components.

• A set of algebraic equations comprising equality constraints, that is, the relation-
ship between power generation and consumption.

2



1.1 POWER SYSTEMS STABILITY

• Another set of algebraic equations describing inequality constraints, representing
constraints on system variables that should not be exceeded.

Since —as described in Section 1.1— power system stability is most concerned with
whether and how a power system regains a state of equilibrium after a physical distur-
bance, it is inequality constraints (again, describing constraints on system variables)
that transient stability analysis is most concerned with. However, it is discussed in Sec-
tion 1.2.1 that system parameters static to the equilibrium state (such as steady-state
power consumption or steady-state voltages) are obtained by optimization of equality
constraints, as in solving the optimal power flow problem. These steady-state system
parameters are taken as constant for the purposes of transient stability analysis (since
only very small time scales are considered), and thus are viewed as static input pa-
rameters to dynamical models. These dynamical models are then used to describe the
evolution of system variables, and to examine if inequality constraints are violated.

Based on whether equality-, and inequality constraints are met, [17] describes five
operating states of power system operation as summarized in Figure 1.2.

Restorative

In Extremis

Normal

Alert

Emergency

Equality Constraints

In
eq

u
al

it
y

C
o

n
st

ra
in

ts

Unmet Met

U
n

m
et

M
et

System Integrity

Not Intact Intact

Disturbances

Actions

1

2

1 Pre-Fault scenario

2 Fault-on scenario

3A Post-fault scenario A

3A

3B

3B Post-fault scenario B

Figure 1.2: Dy-Liacco’s diagram extended with possible pre-fault-, fault-on, and post-fault states.
Adapted from [17].

During normal operation, all system constraints are met. Once a disturbance causes
some system attributes to reach a level of inadequacy, the power system might enter
the alert state in which preventive action must be taken to return the system to the
normal state of system attributes between adequate thresholds, while constraints are
still met all along.

However, a large-scale disturbance might cause the power system to violate one or
more inequality (voltage, rotor angle, frequency, ...) constraints, and thus enter the emer-
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1.1 POWER SYSTEMS STABILITY

gency state. Once here, it might be possible to —through fast corrective action— bring
the system back to a state of met constraints. This might be achievable due to the pos-
sibility to overload an electric component for a short amount of time, that hasn’t been
exceeded before corrective action was taken.

If components have been overloaded more, or for longer than allowed, built-in physi-
cal protection might disable components causing the system to lose integrity, resulting
in partial-, or total service interruption, entering the in extremis operating state.

Once inequality constraints are satisfied, the power system enters the restorative
state, where resynchronization and load pickup takes place, returning the system to
a steady state in which all conditions are met once again.

With transient stability, the scope of the analysis is whether angular-, and frequency
constraints are met in a given steady state of power system operation, and how rotor
angles and frequencies evolve over time in case of a state transition.

Transient security analysis may be divided into a static and a dynamic part, as sum-
marized in [33, S. 1.3.2]. The static part aims to examine the post-fault equilibrium state
of the power system, checking whether it leads to acceptable operating conditions, that
is, whether inequality constraints aremet. However, a post-fault equilibrium statemight
not be stable; dynamic transient security assessment considers how the system will
reach its post-fault operating conditions.

Thus, in the scope of transient security analysis, three scenarios are always consid-
ered:

• The pre-fault-acenario considers the pre-fault equilibrium point (the pre-fault
steady state), which serves as a starting point for transient analysis. As shown
in Figure 1.2, the pre-fault-scenario may correspond to the normal-, or alert oper-
ating states, in which inequality constraints remain fulfilled.

• The fault-on-scenario considers the system dynamics that have —due to the ap-
pearance of a fault— changed. The fault-on-scenario may correspond to the Emer-
gency operating state in which some inequality constraints are being violated.

• The post-fault-scenario considers the post-fault equilibrium point, and post-fault
inequality constraints after the system dynamics once again underwent a change
due to fault isolation or clearance. The post-fault-scenario may either correspond
to the in extremis operating state in which —although a number of power sys-
tem protection measures might took place to avert an emergency— inequality
constraints remain unmet, or the restorative operating state in which through addi-
tional measures the power system has regained inequality constraint compliance.

Mathematically formulated, the system dynamics in above scenarios can be de-
scribed through a set of differential equations as in [3, S. 2.1]

.
 = ƒ(), t ∈ ] −∞, tF[
.
 = ƒF(), t ∈ [tF, tC[
.
 = ƒ (), t ∈ [tC,∞[

(1.1)

4



1.1 POWER SYSTEMS STABILITY

where  is the vector of system state variables, and ƒ() is the initial system dynamics
before a fault occurs at time tF , referred to as the pre-fault dynamics of the system. The
fault-on dynamics of the system is denoted by ƒF(), prevalent between the fault time
tF and the point in time the fault was cleared, that is, the clearance time. The system
dynamics after fault clearance is described by ƒ ().

Transient security analysis’ main focus is then to investigate, whether inequality con-
straints are met in and during transitions between each scenario, as well as to make a
statement about the post-fault steady state.

A prototypical use-case for transient stability analysis is critical clearing time (CCT)
assessment. Hereby it is assumed that the pre-fault, fault-on, and post-fault dynamics
are already assumed as known. Then, one is interested in finding the critical clearing
time tCC: the duration up to which the fault dynamics may prevail (tC − tF) < tCC so
that the post-fault dynamics still brings the system to an equilibrium, and so that no
inequality constraints are violated during the whole process.

The fault-on scenario may denote a system that is identical to the pre-fault scenario
except for the fault, say, a power transmission line being cut, or a short circuit triggering
protection equipment. The post-fault dynamics may or may not be identical to the pre-
fault one. In the former case, the fault can be considered as resolved, whereas in the
latter as detached.

There aremultiplemethods for computing the critical clearing time. Basically all mod-
els discussed in Section 1.1.2 are capable to facilitate CCT calculation. Say, one might
rely on the classical model to determine the critical clearing angle using the equal ar-
eas criterion, fromwhich the CCT can be obtained if the system frequency is known and
taken as constant. Another way would be just running time-domain simulations, while
changing the duration of the fault-on dynamics, and examining the results.

1.1.2 Approaches for Stability Assessment

Transient stability analysis is most concerned with the evolution of rotor angles and
frequencies of power system components modeled as electrical motors or generators.

Most approaches that are going to be discussed in this subsection build on the classi-
calmodel of synchronous electricalmachines. Although thiswill only be first introduced
in Section 1.2, the following brief overview does not intend to deeply submerge into their
theoretical background, and so apprehension should be of no concern.

Equal areas criterion

With the help of (1.4), the equal area criterion can be deducted, which states that

∫ δm

δ0

P dδ =
∫ δm

δ0

(Ps − Pe) dδ⇒
∫ δm

δ0

Ps dδ =
∫ δm

δ0

Pe dδ (1.2)

where Ps is the shaft-, or mechanical power, Pe is the electrical power, δ0 is the steady-
state torque angle before a fault in the system, and δm is the maximal torque angle

5



1.1 POWER SYSTEMS STABILITY

that the machine reaches after the fault. Above equation is known as the equal areas
criterion of transient power system stability. Figure 1.3 shows (1.5) and the implication
of (1.2) in a power-angle diagram.

9-5Transient Stability

9.2.3  �Equal Area Criterion

By combining the dynamic behavior of the generator as defined by the swing equation, with the power–
angle relationship, it is possible to illustrate the concept of transient stability using the equal area criterion.

Consider Figure 9.5 in which a step change is applied to the mechanical input of the generator. At the 
initial power Pm0, δ = δ0 and the system is at operating point “a.” As the power is increased in a step to 
Pm1 (accelerating power = Pm1 − Pe), the rotor cannot accelerate instantaneously, but traces the curve up 
to point “b” at which time Pe = Pm1 and the accelerating power is zero. However, the rotor speed is greater 
than the synchronous speed and the angle continues to increase. Beyond b, Pe > Pm and the rotor deceler-
ates until reaching a maximum δmax at which point the rotor angle starts to return toward b.

As we will see, for a single-machine infinite bus system, it is not necessary to plot the swing curve to 
determine if the rotor angle of the machine increases indefinitely, or if it oscillates around an equilib-
rium point. The equal area criterion allows stability to be determined using graphical means. While this 
method is not generally applicable to multimachine systems, it is a valuable learning aid.

Starting with the swing equation as given by Equation 9.7 and interchanging per unit power for torque,

	

d
d 2

( )
2

2
0

m e
δ ω
t H

P P= −
	

(9.10)

Pe with 
one circuit

out of service

P

δ

δb δcδa 90°0° 180°

Pm2

Pm1

FIGURE 9.4  Power–angle relationship for case with one circuit out of service.

Pe = Pmax sin δP

c

b

a

A1 A2

δ

δ1 δ m δLδ 0

Pm0

Pm1

FIGURE 9.5  Power–angle curve showing the areas defined in the equal area criterion. Plot shows the result of a 
step change in mechanical power.
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Figure 1.3: Power-angle curve showing a step change in shaft (mechanical) power with areas
relevant to (1.2). Pm0 and Pm1 are shaft power values (that we annotated as Ps previously)
from before-, and after the step change. δ0 and δ1 are torque angles associated with steady
states corresponding to the aforementioned shaft powers. Pe is the electrical power from
(1.5). From [18, Figure 9.5].

The criterion states that since the area under the power-angle curve is (assuming
synchronicity) proportional to energy consumed, and since for a machine to maintain
it’s stability, the total (mechanical and electrical) energy generated (or dissipated) dur-
ing transition from the old equilibrium state δ0 to the new equilibrium state δ1 must be
equal to the energy dissipated (or generated) during transition from the new equilibrium
state δ1 to the state with the maximum angle deviation δm, and so the corresponding
areas A1 and A2 in the power-angle diagram must also be equal.

This holds intuitively, because assuming that the Pe curve would just be a straight,
infinitely long line, say, tangential to the Pe curve in Figure 1.3 at the axis origins, then
any step change in mechanical power output would cause the machine to first reach,
then shoot over the new equilibrium point, oscillating around δ1 between δ0 and δm
until -due to power losses- the oscillation amplitude would settle more and more, and
die out eventually.

However, since the Pe(δ) function is not actually an infinite straight line (neither a
machine, nor a bus can generate or consume power above a finite value Pmx), thus it
can very well be, that A2 simply can not get as big as A1.
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1.1 POWER SYSTEMS STABILITY

9-6 Power System Stability and Control

Multiplying both sides by 2δ/dt and integrating gives

	

d
d

( ) d or d
d

( ) d
2

0 m e 0 m e

0 0

δ ω δ δ ω δ
δ

δ

δ

δ

t
P P
H t

P P
H







= − = −∫ ∫
	

(9.11)

δ0 represents the rotor angle when the machine is operating synchronously prior to any disturbance. 
It is clear that for the system to be stable, δ must increase, reach a maximum (δmax), and then change 
direction as the rotor returns to complete an oscillation. This means that dδ/dt (which is initially zero) 
changes during the disturbance, but must, at a time corresponding to δmax, become zero again. Therefore, 
as a stability criterion
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(9.12)

This implies that the area under the function Pm − Pe plotted against δ must be zero for a stable system, 
which requires Area 1 to be equal to Area 2. Area 1 represents the energy gained by the rotor during 
acceleration and Area 2 represents energy lost during deceleration.

Figures 9.6 and 9.7 show the rotor response (defined by the swing equation) superimposed on the power–
angle curve for a stable case and an unstable case, respectively. In both cases, a three-phase fault is applied 
to the system given in Figure 9.2. The only difference in the two cases is that the fault-clearing time has 
been increased for the unstable case. The arrows show the trace of the path followed by the rotor angle in 
terms of the swing equation and power–angle relationship. It can be seen that for the stable case, the energy 
gained during rotor acceleration is equal to the energy dissipated during deceleration (A1 = A2) and the 
rotor angle reaches a maximum and recovers. In the unstable case, however, it can be seen that the energy 
gained during acceleration is greater than that dissipated during deceleration (since the fault is applied for 
a longer duration) meaning that A1 > A2 and the rotor continues to advance and does not recover.
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FIGURE 9.6  Rotor response (defined by the swing equation) superimposed on the power–angle curve for a stable case. 
(a) Shows the trajectory up until the fault is cleared at tc1; moving from the origin, to point a to point b and to point c on 
the power-angle curves. (b) Shows the trajectory after the fault is cleared; moving from point c to point d and to point 
e on the power-angle curves.
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9-7Transient Stability

9.3  �Methods of Analysis of Transient Stability

9.3.1  �Modeling

The basic concepts of transient stability presented earlier are based on highly simplified models. Practical 
power systems consist of large numbers of generators, transmission circuits, and loads.

For stability assessment, the power system is normally represented using a positive sequence model. 
The network is represented by a traditional positive sequence power flow model, which defines the trans-
mission topology, line reactances, connected loads and generation, and pre-disturbance voltage profile.

Generators can be represented with various levels of detail, selected based on such factors as length 
of simulation, severity of disturbance, and accuracy required. The most basic model for synchronous 
generators consists of a constant internal voltage behind a constant transient reactance, and the rotating 
inertia constant (H). This is the so-called classical representation that neglects a number of characteris-
tics: the action of voltage regulators, variation of field flux linkage, the impact of the machine physical 
construction on the transient reactances for the direct and quadrature axis, the details of the prime 
mover or load, and saturation of the magnetic core iron. Historically, classical modeling was used to 
reduce computational burden associated with more detailed modeling, which is not generally a concern 
with today’s simulation software and computer hardware. However, classical modeling still may be used 
for machines that are very remote from a disturbance (particularly in very large system models) and 
where more detailed model data are not available.

In general, synchronous machines are represented using detailed models, which capture the effects 
neglected in the classical model including the influence of generator construction (damper windings, 
saturation, etc.), generator controls (excitation systems including power system stabilizers, etc.), the 
prime mover dynamics, and the mechanical load. With the increasing penetration of wind generation in 
many power systems throughout the world, it is often necessary to use specific models to represent these 
types of machines. There is a variety of wind generator types with various control schemes [4] including 
conventional induction generators, doubly fed asynchronous generators, and fully converted generators. 
The unique dynamics of these devices should be taken into account in systems with significant wind 
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FIGURE 9.7  Rotor response (defined by the swing equation) superimposed on the power–angle curve for an 
unstable case. (a) Shows the trajectory up until the fault is cleared at tc1; moving from the origin, to point a to 
point b and to point c on the power-angle curves. (b) Shows the trajectory after the fault is cleared; moving from 
point c to point d and to point e on the power-angle curves.
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Figure 1.4: Evaluating critical clearing time problems with the help of the power-angle relation-
ship. Pm denotes shaft power, δ0 the pre-fault steady state torque angle, δc1 the torque angle
at the time of fault clearance tc1, and δm the maximum torque angle deviance. From [18, Fig-
ure 9.6b, Figure 9.7b].

Figure 1.4 shows another use-case for transient stability analysis based on the equal
areas criterion, in which power-angle curves corresponding to the fault states (as intro-
duced in Section 1.1.1) are shown. This time it is not the shaft power that is changing
from scenario to scenario , but the shape of electrical power-angle curve.

In Figure 1.4(a), the equal areas criterion is met, and the post-fault system will ap-
proach it’s new equilibrium power angle where the line of shaft power Pm intersects
the curve of post-fault electrical power Pe.

In Figure 1.4(b), the above criterion is unmet, because the faultwas cleared too late for
themachine to be able to recover, because there is just not enough area between points
d and e and curves Pm, and the post-fault Pe for it to match the area proportional to
themechanical energy generated during the fault-on scenario (that is, the area between
Pm and Pe during fault and between points b and c.)

Clearly the equal areas method is best applicable in a Single Machine Infinite Bus
(SMIB) system. In fact, [18, S. 9.2.3] states that although “this method is not generally
applicable to multimachine systems, it is a valuable learning aid”.

Other sources, such as [2, S. 2.9] give an example of reducing a two-machine system
to a SMIB one, stating that “the same assumptions used for a system of one machine
connected to an infinite bus are often assumed valid for a multimachine system”, and
that this model is “useful for stability analysis, but is limited to the study of transients for
only the ‘first swing’ or for periods on the order of one second”.

In [27, S. 4.2], the author proposes that “when a fault occurs in a large power system,
only a few machines actively response to the fault and tend to lose synchronism. [...]

7



1.1 POWER SYSTEMS STABILITY

Therefore it is enough to study the behaviour of the critical machines with respect to the
rest of the power system in order to evaluate the transient stability of the system for a
specific fault”.

However, these works do not anymore count among the newest ones, and as it will
shortly be discussed, new or refined models and methods rendered a number of the
classical model’s concerns obsolete.

Time-domain simulation

The classical representation of synchronous machines (introduced in Section 1.2) was
historically used to reduce the computational burden of more detailed models as in ne-
glecting a number of machine characteristics, such as the effects of damper windings,
core saturation, excitation systems, mechanical load dynamics, etc [18, 9.3.1].

However, with today’s cheaply accessible computational capacity, neglecting above
properties became unnecessary, as even with more complex, more detailed models,
computational methods for time-domain simulation that are efficient enough to pro-
duce quasi-instantaneous results (on the short time scale that transient stability analy-
sis is concerned about) are pretty much available.

9-2 Power System Stability and Control

or unstable? How can the stability of large power systems be analyzed? If a case is unstable, what can be 
done to enhance its stability? These are some of the questions we seek to answer in this section.

Two concepts are essential in understanding transient stability: (1) the swing equation and (2) the 
power–angle relationship. These can be used together to describe the equal area criterion, a simple 
graphical approach to assessing transient stability [1–3].

9.2.1  �Swing Equation

In a synchronous machine, the prime mover exerts a mechanical torque Tm on the shaft of the machine 
and the machine produces an electromagnetic torque Te. If, as a result of a disturbance, the mechanical 
torque is greater than the electromagnetic torque, an accelerating torque Ta exists and is given by

	 T T Ta m e= − 	 (9.1)

This ignores the other torques caused by friction, core loss, and windage in the machine. Ta has the effect 
of accelerating the machine, which has an inertia J (kg · m2) made up of the inertia of the generator and 
the prime mover, and, therefore,

	
J

t
T T Td

d
m

a m e
ω = = −

	
(9.2)

where
t is time in seconds
ωm is the angular velocity of the machine rotor in mechanical rad/s

It is common practice to express this equation in terms of the inertia constant H of the machine. If ω0m 
is the rated angular velocity in mechanical rad/s, J can be written as

	
J H VA= 2

0m
2 baseω 	

(9.3)

Therefore
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FIGURE 9.1  Plots showing the trajectory of generator rotor angle through time for transient stable and tran-
siently unstable cases.
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Figure 1.5: Time domain plots of the power angle of a transiently stable-, and unstable machine.
From [18, Figure 9.1].

However, classical modeling is still of great use when it comes to analyzing the an-
gular stability of a single machine connected to an infinite bus or, practically, a large
network, or when detailed model data is unavailable [18, 9.3.1].

Direct methods

Direct methods of stability analysis seek to provide a statement about transient stabil-
ity without explicitly solving the set of differential equations describing the dynamical
behavior of a system. Indeed, the equal areas criterion was one of the direct methods
for transient stability analysis, even though one that is hardly if at all scalable.

The historical overview of direct methods in [18, S. 12.1] emphasizes the importance
of the work of Aleksandr Mikhailovich Lyapunov, especially for laying out his second

8



1.1 POWER SYSTEMS STABILITY

method for stability (also called the direct method) in [26] way back in 1892. This states
that a dynamical system

.
 = ƒ () having an equilibrium point at  = 0 is locally

stable around this equilibrium point if there exists a function (a Lyapunov function)
V() : Rn → R such that

V() = 0 if  = 0

V() > 0 ∀  ̸= 0
.
V() ≤ 0 ∀  ̸= 0 for Lyapunov stability
.
V() < 0 ∀  ̸= 0 for asymptotic stability
.
V() > 0 ∀  ̸= 0 for instability

(1.3)

Lyapunov stability intuitively means that solutions to the differential equation repre-
senting the dynamical system starting close enough to (that is, in some finite vicinity
around) the equilibrium state, will remain close enough to (that is, in some other finite
vicinity around) the equilibrium point for all future points in time.

Asymptotic stability intuitively means, that solutions starting close enough to (that
is, in some finite vicinity around) the equilibrium state will eventually converge towards
the equilibrium as time progresses.

Finally, instability means, that the state  = 0 is an unstable equilibrium state, and so
that solutions starting anywhere else will eventually leave any vicinity of the equilibrium
point.

If a function V satisfies the first two criteria of (1.3), but none of the last three, then
Lyapunov’s direct method cannot deliver a statement about the systems (in)stability.

Figure 1.6: Visualization of state (in)stability in the sense of Lyapunov. From [6, Fig. 9.1].

Now, if one starts to wonder what physical meaning could V be assigned to, some-
thing like the energy-rotation function of a pendulum might come to mind first. Indeed,
an energy function is generally a valid Lyapunov candidate. However, the ingenuity of
Lyapunov’s method lies in that V can be any Rn → R function that fulfills (1.3).

However, themajor issuewith applying Lyapunov’s directmethod to power systems is
that the solutions it delivers are approximated. Literature review in [38] divides scientific
analysis of the subjectmatter in twomajor parts, with one concentrating on defining the

9



1.1 POWER SYSTEMS STABILITY

exact Lyapunov function regardless of the size and complexity of the electric system in
question, and the other focusing on defining an equivalent OMIB (one machine, infinite
bus) system for a larger power system, as the Lyapunov function for the former is known.
Still, both methods rely on approximation: the former because the Lyapunov function
can only be expressed in a form of a series that has to be truncated at some point, and
the latter because of the simplification that the OMIB model introduces.

Furthermore, [38] cites [33] in proposing that the most successful application of
the OMIB-based approach is a hybrid method called SIME (single machine equivalent),
which basically applies the OMIB approach and the Lyapunov stability method in each
step of a time domain integration, in order to overcome the approximation introduced
by the OMIB model. This method is however still way faster than simple time domain
integration, as based on the Lyapunov-criteria, a statement about the stability of a tra-
jectory can be made in shorter time.

Model-free approaches

Methods of transient stability analysis discussed so far all rely on white-box models,
that is, models that are deterministic, fairly detailed, and rooted in physical knowledge.

Other methods of transient stability analysis are based on gray-, or black-box mod-
els, and so rely on raw data more; some sources, such as [1] choose to refer to these
methods as model-free instead.

An overview of methods for transient security analysis for power systems was given
in [28] in the mid-1990s, dedicating a section to

• Pattern recognition methods, focusing on establishing a functional relationship
between selected features of the fault-on trajectory, and the system state.

• Neural net methods, focusing on building and training neural network, that is ca-
pable of identifying system state based on a set of selected features.

• Probabilistic methods, focusing on determination of probability distributions for
power system stability, e.g. Monte Carlo simulation.

• Expert system methods, combining the knowledge of human experts with other
method of transient stability analysis in an "if-then-else" rule set.

Set-based approaches

Since after the millennium, publications discussing the topic of power system transient
stability based on reachability analysis started emerging more and more. In [21], reach-
ability analysis is being characterized as focusing on finding reachable sets. These are
basically subsets of the state-space of a dynamical system that capture the behavior
of entire groups of trajectories at once.

Reachable sets can further be subcategorized into forward-, and backward reachable
sets. The former being defined as the set of all states that can be reached along trajec-
tories that start in a specified initial set [21].

10



1.2 POWER SYSTEM MODELING

A backward reachable set, on the other hand, is the set of states from where trajec-
tories can reach a specified target set [21].

2

the stability regions of various discrete controls (also called
modes) transient stability design is performed. For example the
effectiveness of a control can be verified by checking whether
a post-fault initial state is in the stability region of the system
with that control switched on. We illustrate our method by
applying it to a single-machine infinite-bus system equipped
with series and shunt capacitive compensation.

The paper is organized as follows. Some fundamental con-
cepts of the reachable set analysis are introduced in Section II.
In Section III a new algorithm to determine the stability
region of a SEP is proposed. In Section IV an algorithm is
developed for the transient stability design. Section V presents
an example to illustrate the algorithm provided in this paper.
Finally Section VI provides some discussion and conclusion.

II. REACHABLE SET AND ITS CHARACTERIZATION

Reachability analysis mainly focuses on finding the reach-
able sets. Reachable sets are a way of capturing the behavior of
entire groups of trajectories at once. There are two basic types
of reachable sets, depending on whether an initial or a final
condition is specified. The forward reachable set is defined
as the set of all states that can be reached along trajectories
that start in a specified initial set. On the other hand, the
backward reachable set is the set of states where trajectories
can reach the specified target set. The backward and forward
reachable sets are shown in Fig. 1. In Section III, we make use
of backward reachable sets to compute the stability region of a
stable equilibrium point of a nonlinear system. In Seciton IV
transient stability design is developed based on reachability
analysis. initial set forward reachable setbackward reachable set target set
Fig. 1. Illustration of backward and forward reachable sets

Reachable set is a subset of state space. One way of
describing a subset of states is via an implicit surface function
representation. Consider a close setS ⊆ Rn. An implicit
surface representation ofS would define a functionφ:Rn →
R such thatφ(x) ≤ 0 if x ∈ S and φ(x) > 0 if x /∈ S.
In [27], the author formulates the backward reachable set
in terms of a Hamilton-Jacobi-Isaacs (HJI) PDE, and proves
that the viscosity solution of this PDE is an implicit surface
representation of the backward reachable set. This HJI PDE
can be solved with the very accurate numerical methods drawn
form the level set literature [28].

Consider an autonomous system described by ordinary
differential equations:

dx

dt
= f(x) (1)

wherex ∈ Rn is the state vector andf(x) is the vector field.
Supposeφ(x, t) is the level function to describe the back-

ward reachability set at timet. φ(x, t) = 0 is a surface in

(n + 1) dimensional space. The surfaceφ(x, 0) = 0 is the
boundary of ”target set”, whereas the surfaceφ(x, t) = 0 is
the boundary of the set of all statesx ∈ Rn where the target
set can be reached in timet or less. Consider the surface
φ(x, t) = 0 in the (n+1) dimensional space. For every(x, t)
on this surface, theφ value is zero. So if a small variation
is made along this surface, i.e., move(x, t) to a neighboring
point (x + dx, t + dt), that point still lies on the surface, then
the variation inφ is zero:

dφ = φ(x + dx, t + dt)− φ(x, t) = 0
dφ = ∂φ

∂x1
dx1 + ... + ∂φ

∂xn
dxn + ∂φ

∂t dt

From this it follows that,

φT
x

dx

dt
+ φt = 0 (2)

Substituting (1) to (2), we can get

φT
x f(x, t) + φt = 0 (3)

Now suppose the system is given by a set of Differential
algebraic equations (DAE) as,

dx

dt
= f(x, y, t); g(x, y, t) = 0 (4)

wherey ∈ Rm is a set of auxiliary variables.
In this setting, we will represent the boundary of

the backward reachability set at timet by the surface
φ(x, y, t) = 0 in (n + m + 1)−dimensional space. Then as
before,

dφ = φ(x + dx, y + dy, t + dt)− φ(x, y, t)
= φT

x dx + φT
y dy + φtdt = 0

From above it follows that,

φT
x

dx

dt
+ φT

y

dy

dt
+ φt = 0 (5)

we have thatdx
dt = f(x, y, t). Now to computedy

dt . We
consider the algebraic constraint equation,g(x, y, t) = 0.

Then using argument similar to above,

dg = g(x + dx, y + dy, t + dt)− g(x, y, t)
= gT

x dx + gT
y dy + gtdt

From here it follows that,

gT
x

dx

dt
+ gT

y

dy

dt
+ gt = 0 (6)

Multiplying in both sides of ( 6) by(gygT
y )−1gy, yields,

(gygT
y )−1gygT

x
dx
dt + dy

dt + (gygT
y )−1gygt = 0

which yields:

dy
dt = −(gygT

y )−1gy[gT
x

dx
dt + gt]

So ( 5) can be written as:

φT
x f + φt = φT

y (gygT
y )−1gy[gT

x f + gt] (7)

Figure 1.7: Visualization of backward-, and forward reachable sets. From [21, Fig. 1].

The main motivation for the recent academic activity around set-based stability anal-
ysis is that it combines advantages of numerical time-domain integration and direct
methods. Given a set of initial-, or final states, and sets of disturbances and parameters,
all possible trajectories of a system can be computed at once. The result is rigorous, as
opposed to those based on Lyapunov’s method that are generally -for power systems
more complex than OMIB- approximate [1].

However, a significant disadvantage of set-based methods —at least in the case of
power system applications— is considerable computational complexity.

As this work is generally focused on set-based power system transient stability anal-
ysis, Section 1.3 provides a more detailed overview of the topic area.

1.2 Power System Modeling

A synchronous electrical machine’s dynamic behavior is well described by the swing
equation [35, Eq. 15.20]

M
..
δ = Ps − Pe = P (1.4)

where M is the angular momentum, δ is the torque angle or angular deviation (angular
difference between the rotor as compared to a reference bus), Ps is the rotor (shaft)
power, and Pe is the electrical power. The difference of the latter two, P, is called the
accelerating power.

The most rudimentary model for synchronous electrical machines used for transient
stability analysis considers a generator as a constant voltage behind a transient reac-
tance for electrical parameters, and a mechanical parameter e.g. the moment of inertia
such as in (1.4) (or the angular momentum, taken as constant for near-constant angu-
lar velocities) [18, 9.3.1]. This is known as the classical model of synchronous electrical
machines. As we will soon see in (1.6), the coefficient of the angular acceleration of the
machine rotor

..
δ is often expressed as the function of some inertia constant H and the

rated frequency of themachineωR. Themain correlation governing the classical model
is

Pe = Pmx sin δ (1.5)
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1.2 POWER SYSTEM MODELING

known as the power-angle relationship, where Pe denotes electrical power, Pmx is the
maximal electrical power, and δ is the torque angle.

In [31], a power grid is modeled as a web of interconnected oscillators —more on
coupled oscillator representation in Section 1.2.1— described through a set of swing
equations of form

 

2H

ωR

..
δ +

D

ωR

.
δ = A −

∑

j∈N

Kj · sin
�

δ − δj − γj
�

!

∀  ∈  ∪ Λ (1.6)

where

• δ is the th node’s angle deviation as compared to a reference node common to
the whole system.

• H is the th node inertia constant: H ̸= 0∀  ∈ , H = 0∀  ∈ Λ

• ωR is a reference angular frequency for the system

• D is the th node damping constant

• A is the th node power output / power demand.

• Kj is a constant that represents the strength of the dynamical coupling between
the th and jth node

• γj represents a phase shift involved in the coupling between the th and jth node

• N is the set of all neighboring nodes of the th node

•  is the set of all generator nodes: nodes modeled as second order oscillators,
e.g. nodes with H ̸= 0

• Λ is the set of all load nodes: nodes modeled as first order oscillators, e.g. nodes
with H = 0

Notice that (1.4) was also referenced to as the swing equation just before. Indeed,
as [29, (2)-(6)] and [31] deduces, (1.6) actually results from linearization of (1.4) around
a synchronous equilibrium point and introducing some constants. Said linearization is
feasible, since [31]’s main concern is power grid synchronization, and thus considers
very short time intervals, and rather small perturbations.

We set out to finding a frequency-synchronous state of all generators of the examined
system, so that their angular velocities are equal.

.
δ = ... =

.
δn ∀  ∈  ∪ Λ (1.7)

The node with index ref is considered as a reference bus with a constant reference
angle taken as 0, while all the other nodes’ state variables

 =

�

1,

2,

�

=

�

δ

ω

�

(1.8)
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are their angular error δ as compared to said reference bus, as well as the derivative
thereof ω =

.
δ [3, S. 2.2]

ωref =
.
δref = ... =

.
δ =

.
δ+1 = ... = 0 (1.9)

Considering said state variables, the equilibrium point is a set of points (generator
states)

eq, =

�

eq,1,

eq,2,

�

=

�

δeq,

ωeq

�

=

�

δeq,.
δeq,

�

=

�

δeq,

0

�

eq =

�

eq,1

eq,2

�

=

�

δeq

0

�
(1.10)

so that everything else left unchanged, each and every generator’s angular error remains
unchanged.

The system dynamic is described by the state’s time derivatiave. Using (1.6):

.
 =

� .
1,
.
2,

�

=

� .
δ
.
ω

�

=





ω
ωR
2H

�

A − D
ωR
ω −

∑

j∈N
Kj · sin

�

δ − δj − γj
�

�



∀  ∈ 

(1.11)

.
 =

� .
1,
.
2,

�

=

� .
δ
.
ω

�

=





ωR
D

�

A −
∑

j∈N
Kj · sin

�

δ − δj − γj
�

�

0



∀  ∈ Λ (1.12)

By substituting (1.10) into (1.11) and considering that the very definition of an equilib-
rium point is that the system dynamic remains zero when evaluated at that point we
get:

.
eq,|=eq =

�

0

0

�

(1.13)

1.2.1 Coupled Oscillator Representation

When observing nature’s processes, one need not search long before encountering
some kind of periodic phenomena. Such phenomenonwas extensively studied by physi-
cists, mathematicians, engineers, and biologists. Arthur Winfree, the author of [40], a
professor of theoretical biology himself, went further in that he considered the rhyth-
mical interaction of a whole population of such periodic processes. In his work, he is
referencing synchronic phenomena of the human body such as neurons firing in -albeit
imperfect- concert, or the chick pacemaker (that is in fact a population of spontaneously
beating cells synchronizing to a common frequency). He mentions of multiple studies
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1.2 POWER SYSTEM MODELING

reporting on some species of Southeast Asian fireflies who “tend to flash at regular in-
tervals, but the event can be delayed or triggered precociously by the neighbor flashing”,
resulting in “whole treefulls of insects flashing synchronously” [40].

However, research around synchronization phenomena is all but new. It is attributed
to 17th century Dutch polyhistor Christiaan Huygens to have first recorded a similar
phenomenon within a mechanical system, which he referred to as "odd sympathy" of
two pendulum clocks hung from a common rigid beam.

Discovery of synchronization

14

Christiaan Huygens, 1656

Figure 1.8: Huygens’ original drawing describing his experiment. From [20].

Indeed he observed that the clocks’ pendulums synchronized to each other after
some time, no matter their initial start conditions. Even though he initially assumed this
was due to the the air currents between the two pendulums, he later concluded that it
was actually the tiny, imperceptible motion of the beam that led to the sympathy [11]
[20].

Other physical examples include pedestrians’ eventually walking in step with each
other on a bridge [36], or how moons revolving around a common planet eventually
synchronize so that their orbital periods are integer multiples of that of the moon with
the fastest orbital frequency (i.e. moons of a planet tend to line up at regular intervals)
[34].

Further examples for synchronization exist in a wide range of disciplines, such as
the Belousov-Zhabotinsky reaction in chemistry [41], or a theater audience’s clapping
spontaneously turning rhythmical [30].

Nontheless, Winfree proposed a model in [40] that supposed interplay of oscillators
"coupled to the collective rhythm generated by the whole population" [37]:

.
θ = ω +

 

N
∑

j=1

X(θj)

!

Z(θ) ∀  ∈ {1...N} (1.14)

where θ andω are the phase and natural frequency of oscillator , andN is the number
of oscillators, X(θj) is the phase-dependent influence of the jth oscillator on all other
oscillators, and Z(θ) is the phase-dependent response or sensitivity function of the th
oscillator.

Winfree’s propositionmade a deep impression on physicist Yoshiki Kuramoto, whose
refinement of the model —now known as the Kuramoto model— first appeared in [24],
although often revisited in furtherworks of his. The popular formof the Kuramotomodel
is

14



1.3 VIABILITY THEORY AND THEORY OF BARRIERS

.
θ = ω +

K

N

N
∑

j=1

sin(θj − θ) ∀  ∈ {1...N} (1.15)

where K ≥ 0 is the coupling strength between oscillators, and the rest is same as
in (1.14). However, this form corresponds to the simplest possible case of equally
weighted, global (all-to-all), purely sinusoidal coupling. The most general form of the
Kuramoto model is

.
θ = ω +

N
∑

j=1

j(θj − θ) ∀  ∈ {1...N} (1.16)

where j is an interaction function of oscillators  and j.
It was in [16] that the applicability of the Kuramoto model to the utility power grid

was considered. It was concluded, that in the presence of bimodal distribution of gen-
erator/motor frequencies (the bimodality is due to the fact that positive and negative
power consumption i.e. generators as well as loads -modeled as synchronous motors
in [16]- exist in the grid) and in the case of global coupling (i.e. all-to-all coupling with
heterogeneous weights of 1) the synchronization will occur for large enough coupling
K . Furthermore it has been predicted that for the underdamped Kuramoto model the
synchronization is hysteric. That is, increasing the coupling K leads to phase lock at a
K value higher than the K value at which the synchronization ceases as K is decreased.

Even though [16] restrained to amodel of global coupling, more papers around power
grid synchronization emerged since then, some proposing different models. It was in
the 2015 paper [31] that a comparative analysis of power grid synchronization models
existing by then has been published. Said paper was deemed timely by the authors, as
up to that point, the “problem of how large scale network structure influences the col-
lective dynamics in power grids” remained unexplored, even though the availability of
powerful data processing tools and substantial computing power was “making it possi-
ble to address large-scale properties of power-grid systems” [31]. Cited paper compares
three leading network structure models on the basis of a coupling model that “can be
regarded as a second-order analog of the Kuramoto model with arbitrary coupling struc-
ture” [31]. This, in fact, is swing equation (1.6) from Section 1.2.

1.3 Viability Theory and Theory of Barriers

In this work we will be relying on viability theory for transient stability analysis, hence a
brief overview of the underlying considerations follows.

The author in [5, S. 1.1.1] derives viability theory from the mathematical formulation
of the words attributed to ancient Greek philosopher Democritus:

“Everything existing in the universe is but the fruit of two qualities:
chance and necessity.”

insisting that the former (chance) describes some kind of regulation law governing the
working principles of a dynamic system, while the latter (necessity) corresponds to

15



1.3 VIABILITY THEORY AND THEORY OF BARRIERS

some viability constraints on the system. Examples for what these definitions might
mean for a given field of study in particular, are outlined in Table 1.1.

Field Regulation Laws Viability Constraints

Control Theory control (feedback) laws
physical and
technological constraints

Economics "invisible hand" scarcity constraints
Finance market laws value of portfolio
Dynamical
Cooperative Games

coalition of players acting
on the environment

architecture of the
connection network

Population Genetics genotypes or fitness matrices ecological constraints

Sociological Siences
culture, psychological and
economical considerations
of the individual

laws and cultural codes
for the survival of
the social organization

Cognitive Sciences synaptic matrices rationality assumptions

Table 1.1: Some fields utilizing viability theory (adapted from [5, S. 1.1.2]).

As for the aforementionedmathematical formulation, chances or regulation laws are
described in the form of a differential equation, such as the one we introduce in (1.17).
The mathematical formulation of constraints will be presented in (1.20).

Let us consider a dynamical system and the corresponding Cauchy-problem from
the introduction in [4] (with notation adapted from [8, S. 2] and [13, S. 3]) that is possibly
controlled and possibly uncertain:











.
 = ƒ (·)
|t=0 = 0

y = h()
(1.17)

ƒ (·) =



















ƒ (,,d) for controlled, uncertain systems
ƒ (,) for controlled systems
ƒ (,d) for uncertain systems
ƒ () for other dynamical systems

(1.18)

where

•  = (t) denotes a state vector over state space X

• y = y(t) denotes an output vector over the output space Y .

• ƒ (·) is a single valued map from some (Ω ⊂ X )→ X

•  = (t) ∈ U denotes a control input vector over the control space Z .

• U : X → Z is a set valued map representing a state-dependent input constraint.
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1.3 VIABILITY THEORY AND THEORY OF BARRIERS

• h = h() = h((t)) denotes the output function of the system.

• d = d(t) is an (external) disturbance input vector over the disturbance space D

with time t ∈ [0, T] evolving between 0 and an arbitrarily chosen point in time T ∈ R.
Then, as in [4, Def. 1.1.2]:

Definition 1 (Locally viable set). A set K ⊂ Ω is said to be locally viable under ƒ ((t)) if

∀ 0 ∈ K ∃ T > 0 : ∀ t ∈ [0, T], (t) ∈ K and (1.17) has at least one solution.

Definition 2 (Globally viable set). A setK ⊂ Ω is said to be globally viable under ƒ ((t))
if it satisfies Def. 1 even in T =∞:

∀ 0 ∈ K : ∀ t ∈ [0,∞], (t) ∈ K and (1.17) has at least one solution.

Definition 3 ([Robustly] Positively invariant set). A set K ⊂ Ω is said to be positively
invariant under ƒ ((t)) or robustly positively invariant (RPI) under ƒ ((t),d(t)) if it sat-
isfies Def. 2 for all solutions to (1.17):

∀ 0 ∈ K : ∀ t ∈ [0,∞], (t) ∈ K and {(t),d(t)} always satisfies (1.17)

Definition 4 ([Robustly] Positively controlled invariant set). A setK ⊂ Ω is said to be pos-
itively controlled invariant under ƒ ((t),(t)) or robustly positively controlled invariant
under ƒ ((t),(t),d(t)) if:

∀ 0 ∈ K : ∀ t ∈ [0,∞], (t) ∈ K and {(t),(t),d(t)} always satisfies (1.17)
and ∃ (t) = (y(t)) s.t. Def. 3 holds. [8, Def. 2.3]

Φ(𝒚 𝑡 )

𝒇(𝒙 𝑡 , 𝒖 𝑡 , 𝒅 𝑡 ) න ℎ(𝒙 𝑡 )
𝒙(𝑡)ሶ𝒙(𝑡)𝒖(𝑡)

𝒅(𝑡)

𝒰(𝒙 𝑡 )∈

𝒚(𝑡)

Figure 1.9: Block diagram of a system described in (1.17)-(1.18) and Def. 1-Def. 4.

Above definitions all apply for unconstrained systems. However, for most engineer-
ing applications, some constraints are indeed to be considered, be it those derived
from physical equipment tolerances or otherwise. Said constraints will be accounted
for through a set of real valued constraint functions. For the th constraint, this function
is defined as:
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1.3 VIABILITY THEORY AND THEORY OF BARRIERS

g((t)) =

¨

g((t)) ≤ 0 if the th state-space constraint is met
g((t)) > 0 otherwise

(1.19)

Then, through extension of (1.17), a constrained system can be described as:


















.
 = ƒ (·)
t=0 = 0

y = h()

g((t)) ≤ 0 ∀ t ∈ [0, T], ∀  ∈ {1, ..., p}

(1.20)

where p is the number of space-state constraints on the examined system [13, S. 3].

Definition 5 (Constraint set). The constraint set is the set of all points in X so that all
constraints are met [13, Eq. 3.5]:

G = {(t) ∈ X : g((t)) ≤ 0 ∀  ∈ {1, ..., p}}

Definition 6 (Admissible set). The set of admissible states (or the admissible set) is
a set of all initial states in X for which either an admissible input , or disturbance d
exists so that none of the system constraints are violated [13, Eq. 4.1] [3, Def. 1] for all
future evolution:

A = {0 ∈ G : ∃ (t) ∈ U ⊕ ∃ d(t) ∈ D s.t. (t) ∈ G ∀ t ∈ [0,∞)}

Since G ⊂ X as per Def. 5, and K ⊂ Ω ⊂ X , all elements in the admissible set A are
also globally viable under ƒ ((t)) as of Def. 2. Accordingly, the admissible set is also
referred to as the viability kernel in some sources.

Definition 7 (Maximal robust positively invariant set). The maximal robust positively
invariant set (MRPI) is the union of all RPIs [3, Def. 3] as in Def. 3. Intuitively, it is the set
of all initial states in X for which no future input or disturbance evolutions violate any
system constraints:

M = {0 ∈ G : (t) ∈ G ∀ (t) ∈ U ⊕ ∀ d(t) ∈ D ,∀ t ∈ [0,∞)}

The main motive of what follows revolves around applying the considerations out-
lined in this subsection to the dynamical system modeling a power grid, specifically
finding admissible and invariant sets as a means of making a statement about power
grid stability.

1.3.1 Theory of Barriers

Having defined the Admissible set in Def. 6 and the MRPI set in Def. 7, the question
remains of how one determines what exact points of the state-space fall inside or out-
side these sets, given specific system dynamics. In answering this question , we will be
relying on the theory of barriers, and the works of [3, S. 3.1], [15, S. 4], and [13].

Let us consider an uncertain dynamical system ƒ ((t),d(t)) from (1.17) and (1.18)
that is subject to constraints as in (1.19).We supplement the constraint setG fromDef. 5
with the following sets:
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Definition 8 (Constraint boundary set).

G0 = {(t) ∈ X : g((t)) = 0 ∀  ∈ {1, ..., p}}

Definition 9 (Constraint internal set).

G_ = {(t) ∈ X : g((t)) < 0 ∀  ∈ {1, ..., p}}

with G = G0 ∪ G_.
We impose assumptions from [3, S. 3.1], [15, S. 4], and [13] as follows:

(A1) Given thatD is compact and convex set, functiond ∈ D is a Lebesguemeasurable
function s.t. d(t) : [t0,∞)→ D.

(A2) Function ƒ is C2 with repspect to d ∈ D, and for every d in an open subset con-
taining D, the function ƒ is C2 with repspect to  ∈ X .

(A3) There exists a constant 0 < c < +∞ such that the following inequality holds:

sp
d∈D
|Tƒ (,d)| ≤ c(1 + ∥∥2)

(A4) The set ƒ (,D) = {ƒ (,d) : d} is convex for all  ∈ X .

(A5) Function g ∀  ∈ {1,2, . . . , p} is C2 with respect to  ∈ X , and G0 defines a
manifold.

Given that above assumptions hold, the admissible set A and the MRPI set M are
closed. Thus we proceed by denoting their boundaries as ∂A and ∂M, based on which
we further define the following barriers:

Definition 10 (Admissible set barrier).

[∂A]_ = ∂A ∩ G_

Definition 11 (MRPI set barrier).

[∂M]_ = ∂M ∩ G_

Under the assumptions (A1) - (A5), and according to [3, (5)-(9)], [15, Theorem 1.], and
[13, Theorem 7.1.], for every initial condition ̄ ∈ [∂M]_ (or ̄ ∈ [∂A]_), there exists an
input d̄ ∈ D such that the resulting trajectory d̄,̄(t) ∈ [∂M]_ (or d̄,̄(t) ∈ [∂A]_)
remains on theMRPI barrier (or admissible set barrier) until the integral curve intersects
G0.

Furthermore, d̄(t) = d̄,̄(t) and d̄ satisfies the following conditions:

1. There exists a nonzero absolutely continuous maximal solution λd̄(t) to the ad-
joint equation

.
λd̄(t) = −

�

∂ƒ

∂

�

d̄(t), d̄(t)
�

�T

λd̄(t)

λd̄(t̄) =mx
∈I

∇g(z)ƒ
�

z, d̄(t̄)
�T

(1.21)
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such that
for [∂A]_ : min

d∈D

¦

�

λd̄(t)
�T
ƒ
�

d̄(t),d
�

©

= 0 (1.22)

for [∂M]_ : mx
d∈D

¦

�

λd̄(t)
�T
ƒ
�

d̄(t),d
�

©

= 0 (1.23)

where I() : { ∈ {1,2, . . . , p} : g() = 0} is the set of boundary constraints,
and t̄ is the time at which a point on the constraint z ∈ G0 is reached.

2. The trajectory d̄(t) intersects G0 tangentially in point z = d̄(t̄), and so z is also
called the point of ultimate tangentiality:

for [∂A]_ : min
d∈D

mx
∈I(z)

∇g(z)ƒ (z,d) = 0 (1.24)

for [∂M]_ : mx
d∈D

mx
∈I(z)

∇g(z)ƒ (z,d) = 0 (1.25)

Proofs and detailed information on the construction of the admissible-, andMRPI set
barriers can be found in [15, S. 4] and [13].

1.4 Power Grid Decoupling for Set-Based Analysis

Although several models of power grids exist [29][2][7][16], physical arrangement dic-
tates that a common trait of these is that they generally assign system components
(modeled as oscillators) to nodes-, and connections to edges of a mathematical graph.

This usually results in a large scale system where each node’s state is governed by
the swing equation as introduced in Section 1.1.2.

However, since...

• ... every node’s current state is characterized by state variable vector (1.8), and...

• ...every node is governed by swing equation (1.4) (torque angle deviation and ac-
celerating power are interdependent), and...

• ...every node’s torque angle has to bemore or less synchronized to that of adjacent
nodes (inequality constraints must be fulfilled), and...

• ...every node’s power generation and demand has to be on par with those of adja-
cent nodes (equality constraints must be fulfilled), and...

• ...every node’s state is interdependent to that of any other node’s in the model,
even if through intermediary nodes (the system is of nonlinear nature), ...

...relying directly on a power grid model for simulation involves solving the swing equa-
tions for all the state vectors for each and every time step. In other words, if all n nodes’
state vectors are of dimension Rm, then the state vector of the complete grid model
—examined as a whole— would be of dimension R(n·m).
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Other than the computationally challenging task of analyzing nonlinear systems of
high-dimensional state spaces, simulation-based approaches also prove to be insuffi-
cient due to the possible environmental disturbances characterizing power systems.
Furthermore, preliminary safety analysis of a power system requires that all possible
states of the system be accounted for [9].

Latter consideration brings us to the sets introduced in Section 1.3. Admissible set
A of Def. 5 and the MRPI set M of Def. 6 together provide information about a given
point  in state-space as follows [3, S. 3.2]:

 :











safe if  ∈M
potentially safe if  ∈ A \M
unsafe if  ∈ A

(1.26)

However, obtainingA andM for high-dimensional nonlinear systems is often difficult,
or possible only with certain trade-offs [9].

Thus, decomposing high-dimensional systems into smaller subsystems is desirable,
like how [3] applies the decomposition principles introduced in [10], [25] to a power sys-
tem. Decomposition in aforementioned works follows the principle of considering sub-
sets of the complete system’s state vector as a state vector of a smaller system. How-
ever, some state variables in these subsystems’ state vectors might depend on other
state variables of the big composed system that might have been decomposed into an-
other subsystem. Such interdependencies between subsystems are accounted for by
assigning each state variable to exactly one subsystem as state variable, and consider-
ing the variable in question as a disturbance input in other, interdependent subsystems.
Said disturbance inputs are also called decoupling variables [3] in this context.

Let us take a look at a power system consisting of generators G1, G2, G3 (the lat-
ter considered as the reference node) and load L4 that are all cross-connected as in
Figure 1.10.

G3

G1

L4

G2

Figure 1.10: Topology of the example four-node network. The colored node denotes the refer-
ence generator.
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The current state of non-reference nodes G and L are described by (1.8), and the
system dynamics by (1.11) and (1.12):

.
 =







.
1
.
2
.
4






=







(1.11)|=1
(1.11)|=2
(1.12)|=4






=























.
δ1
.
ω1.
δ2
.
ω2.
δ4
.
ω4























=























ƒG,1,1(ω1)

ƒG,2,1(δ1, ω1, δ4)

ƒG,1,2(ω2)

ƒG,2,2(δ2, ω2, δ4)

ƒL,1,4(δ4, δ1, δ2)

0























(1.27)

Notice how δ3 is not included in above equation as although 3 ∈ N1 ∩N4, since G3

is being considered as the reference node, δ3 ≡ 0. Generalizing (1.27) to any arbitrary
topology, it becomes

.
 =

�

· · · .
 · · ·

�T
=

=











...
�

(1.11) if  ∈ 
(1.12) if  ∈ Λ

...











=























...


















�

ƒG,1,(ω)

ƒG,2,(δ, ω,{δj ∀ j ∈ N \ {ref}})

�

if  ∈ 
�

ƒL,1,(δ,{δj ∀ j ∈ N \ {ref})
0

�

if  ∈ Λ

...























∀  ∈ ( ∪ Λ) \ {ref}

(1.28)

where  andΛ are the set of all generator-, and load nodes in the system respectively,N

is the set of all neighboring nodes of the th node, and ref is the index of the reference
node.

The aforementioned state-interdependence can now be represented in a State De-
pendency Graph, as it was introduced in [25]. Such graphs are shown for the outlined
four-node system, as well as the arbitrary case in Figure 1.11.

𝛿1 𝜔1

𝛿4

𝛿2 𝜔2

(a)

∀ 𝑖 ∈ Γ ∖ {𝑖𝑟𝑒𝑓}

𝛿𝑖
∀ 𝑗 ∈ 𝒩𝑖

∖ {𝑖𝑟𝑒𝑓}
𝛿𝑗𝜔𝑖

∀ 𝑖 ∈ Λ

𝛿𝑗𝛿𝑖
∀ 𝑗 ∈ 𝒩𝑖

∖ {𝑖𝑟𝑒𝑓}

(b)

Figure 1.11: Dependency graph for the four-node (a), and the arbitrary case (b).
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A convenient decoupling might be treating each node as an individual subsystem,
considering neighboring nodes’ angle deviations as decoupling variables. The depen-
dency graph of the decomposition can be seen in Figure 1.12.

𝛿4𝛿1 𝜔1

𝛿4𝛿2 𝜔2

𝛿1 𝛿2𝛿4

(a)

∀ 𝑖 ∈ Γ ∖ {𝑖𝑟𝑒𝑓}

𝛿𝑖 𝛿𝑗𝜔𝑖

∀ 𝑖 ∈ Λ

𝛿𝑗𝛿𝑖

∀ 𝑗 ∈ 𝒩𝑖

∖ {𝑖𝑟𝑒𝑓}

∀ 𝑗 ∈ 𝒩𝑖

∖ {𝑖𝑟𝑒𝑓}

(b)

Figure 1.12: Dependency graph for the decomposition of the four-node- (a), and the arbitrary
case (b). Decomposition variables taken as disturbance inputs are denoted by light color.

Although through such a decomposition the analyzed systems’ state space dimen-
sion could technically be reduced to 2 and 1 for generator-, and load nodes respectively,
the reduced subsystems are still interdependent on each other through the decomposi-
tion variables. Indeed, the advantages of decomposition is less obvious until it comes
to set-based analysis introduced in Section 1.3. Instead of finding admissible set of
Def. 6, and MRPI set of Def. 7 for the original, high-dimensional system (that would not
be computationally plausible for large systems), lower dimensional A and M can be
found for each decoupled subsystem.

Still, admissible, and MRPI sets depend on the decoupling variables (a node’s neigh-
bors’ angular deviations), since they —even though treated as disturbance inputs— do
affect the subsystems’ dynamic behavior. Fortunately, we are considering an engineer-
ing application after all, and can rely on inequality constraints introduced in Section 1.1.1
that are constraints on loads’ and generators’ angular deviations (and possibly on gen-
erators’ frequencies, although this project only considers the former). In other words,
it is possible to define angular constraints δmin, and δmx, for each node as in (2.1),
thus limiting the interval of values each decoupling variable can take, based on which
the admissible-, and MRPI sets can be determined as described in Section 1.5.

One advantage of set-based decomposition is that admissible, and MRPI sets for
the subsystems only depend on nodes directly connected to the node in question (the
number of which in a real-life power grid is typically much smaller than in a full graph),
easing computational complexity. Furthermore, applying the outlined approach to de-
termine safe, potentially safe, and unsafe operating state areas (1.26) for each node,
power grid operators need not analyze nodes whose post-fault state lies in the corre-
sponding MRPI set, as those —per definition— are guaranteed to ceteris paribus stay
inside the MRPI set, thus between angular inequality constraints as well.

As a consequence of aforementioned benefits, a single node’s or connection’s fault
is less likely to trigger a constraint violation in a node further away, and so power sys-

23



1.5 DETERMINING SET BARRIERS FOR POWER GRID ANALYSIS

tem supervision can concentrate their resources on topologically (and possibly also
geographically) well-bounded areas following power system malfunction.

1.5 Determining Set Barriers for Power Grid Analysis

For a system to fulfill rotor angle stability (Section 1.1 ), it must be able to return to
it’s equilibrium point even if a single machine’s state is changed between some finite
constraints.

The barrier trajectory candidates of the admissible-, and MRPI set candidates are
obtained by solving the initial value problem [13, S. 7], [15, S. 6]:

.
(t,,λ,δmin,δmx) =

.
⌣, ∪

.
⌢, =





ω
ωR
2H

�

A − D
ωR
ω −

∑

j=1,j ̸= Kj · sin
�

δ − δsat,j − γj
�

�





.


�

�

�

=[δmin, 0]
= [0 1]T =

.
⌣,(t̄⌣,)

.


�

�

�

=[δmx, 0]
= [0 − 1]T =

.
⌢,(t̄⌢,)

(1.29)

.
λ(t,,λ,δmin,δmx) = −

∂
.
(t,M,,λ,δmin,δmx)

∂
λ =

.
λ⌣, ∪

.
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



λ2,
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2H
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=[δmin, 0]
= [−1 0]T = λ⌣,(t̄⌣,)

λ

�

�

�

=[δmx, 0]
= [1 0]T = λ⌢,(t̄⌢,)

(1.30)
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where

• (t) is the th machine barrier candidate trajectory consisting of the candidate
trajectories ⌣,(t) , and ⌢,(t) initiating (going backwards in time) from the
lower-, and upper angular constraints respectively, and

• λ ̸= 0 is the nonzero solution to the adjoint equation consisting of the solutions
to the lower-, and upper adjoint evolutions λ⌣,(t), and λ⌢,(t) respectively.

The barrier trajectory candidates intersect the angular constraint tangentially at some
points in time t̄⌣, and t̄⌢, . Thus, points [δmin, 0] and [δmx, 0] are also called the
points of ultimate tangentiality.

The adjoint vector is at all times perpendicular to the barrier candidate [3, Eq. 6], and
with that —as the conditions in (1.30) also suggest— the adjoint vectors are perpendic-
ular to the angular constraints at the points of ultimate tangentiality.

Furthermore, δst,j denotes the saturation function as described in [3, Eq. 10]:

δsat,j(δ, λ2,, δmin,j, δmx,j) =

=











min(δmx,j,mx(δmin,j, δ −
π

2
sign(λ2,))) for set A

min(δmx,j,mx(δmin,j, δ +
π

2
sign(λ2,))) for set M

(1.31)

Let us combine the system dynamic  and the adjoint equation λ into a vector c:

c(,λ) =

�



λ

�

(1.32)

Then, the differential equation describing the barrier trajectories can be expressed as

.
c =

� .

.
λ

�

=
.
c(c,δmin,δmx) (1.33)

.
c

�

�

�

t=t̄⌣,
= [0 1 − 1 0]T ∀  ∈ {1...n} \ {ref} (1.34)

.
c

�

�

�

t=t̄⌢,
= [0 − 1 1 0]T ∀  ∈ {1...n} \ {ref} (1.35)

that is, a function of each constraint in the whole system.
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SET-VALIDITY ANALYSIS OF BARRIER
TRAJECTORIES FOR ADMISSIBLE AND
ROBUST INVARIANT SETS IN POWER
SYSTEMS 2
Initial preliminary work in preparation to the topic of set-based transient stability analy-
sis of power systems began with reproducing the example from [3, S. 5.1] on paper. As
soon as a point was reached at which admissible-, and MRPI barrier candidates could
be plotted, it was rather inevitable to come across the inconvenience of finding angular
constraints that build valid sets for each machine in a power system model, and how
this often involves meticulously adjusting angular constraints until such a set is found.

Our ultimate task was thus chosen asmethodically finding angular constraints δmin,

and δmx, for every generator besides the reference node so that aforementionedMRPI
sets exist, given that

δmin, ≤ δ ≤ δmx, (2.1)

holds for all machines. Formulated otherwise, the goal setup was to find a solution
δso = [δmin δmx]T for (1.33) subject to (1.34) and (1.35) resulting in valid trajec-
tories for the describing the boundary of the admissible set and MRPI for each syn-
chronous machine. The validity of these trajectories is discussed in Section 2.1.

2.1 Validity of MRPI Sets

In practice, the admissible-, and MRPI set barrier candidate trajectories are obtained by
first fixing endpoints thereof in accordance with the criterion in (1.29) and (1.30), then
performing numeric backwards integration of (1.33).

A valid MRPI set is one that fulfills the coherence criteria. For an MRPI set to be con-
sidered coherent, its boundaries must be defined by

• one or both of the angular constraint boundaries δ = δmin, and/or δ = δmx,,
and

• the barrier trajectory  defined in (1.29) that intersect one or both of the angular
constraint boundaries, and along which it holds that the adjoint vector is always
directed towards out of the set in the interval between the two constraint barriers.

Please note that from this point on, themachine indexwill generally be omitted for the
sake of simplicity. Thus, when the reader encounters notations such as δ, δmin, δmx,
ω, , λ, D, H, . . ., they should consider these as variables related to the th machine: δ,
δmin, , δmx,, ω, , λ, D, H, etc.
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2.1 VALIDITY OF MRPI SETS

In case of our interconnected second order oscillators (i.e. generators, as discussed
in Section 1.2), two topologically distinct variants of a valid MRPI set may exist, as
shown in Figure 2.1.

• On one hand, a valid MRPI set may look similar to that in Figure 2.1(a), both the
lower, and upper MRPI barriers intersecting the opposite angular constraint. In
this case, the MRPI set’s boundary is defined by both barriers and both angular
constraint boundaries. This will be referenced to as a type AMRPI set later in this
work.

• On the other hand, a valid MRPI set may look like that in Figure 2.1(b), whose
boundary is defined by one angular constraint boundary, as well as by one MRPI
barrier intersecting said angular constraint boundary twice. Thiswill be referenced
to as a type B MRPI set later in this work.

Angular constraints
Admissible set barriers
MRPI set barriers

Admissible set
MRPI set
Equilibrium point

(a)

Angular constraints
Admissible set barriers
MRPI set barrier

Admissible set
MRPI set
Equilibrium point

(b)

Figure 2.1: Examples of valid MRPI sets. (a): Type A. (b): Type B.

However, not all barrier candidates build a valid MRPI set, due to not fulfilling the cri-
teria of coherence. Barrier candidates leading to an incoherent MRPI set may resemble
those in Figure 2.2(a). Said incoherence can be attributed to two phenomena that are
described in subsequent subsections.
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Angular constraints
Admissible set barriers
MRPI barrier candidates

Admissible set
Equilibrium point
Adjoint vec. (nor.)

(a)

λ1, δ

λ2, ω

λ̂⌢(t̃⌢ + Δt)

λ̂⌢(t̃⌢)

λ̂⌢(t̃⌢ − Δt) λ̂⌣(t̃⌣ + Δt)

λ̂⌣(t̃⌣)

λ̂⌣(t̃⌣ − Δt)

I.II.

III. IV.

λ̂ = λ
|λ|

(b)

Figure 2.2: Evolution of the adjoint vector around the jumping point. (a): Phase diagram of a
generator, displaying a valid admissible set, and MRPI barrier candidates that do not build
a valid MRPI set. The upper barrier candidate represents the jumping phenomenon, while
the lower barrier candidate represents constraint violation. (b): Direction change of the MRPI
barrier candidates’ adjoint vectors around the jumping point. Darker shades of blue represent
the upper barrier candidate’s adjoint vectors, while lighter blues refer to those of the lower
barrier candidate. Roman numerals represent quadrants of the state plane.

(a) (b)

Figure 2.3: Diagrams of the jumping phenomenon. (a): A magnified section of an upper barrier
candidate around the jumping point, showing state derivatives before- and after the jump. (b):
Time domain plots for the MRPI barrier candidate, a section of which is shown in (a).
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2.1 VALIDITY OF MRPI SETS

2.1.1 Constraint Violation

The barrier candidate tangentially intersecting the lower angular constraint boundary
δ = δmin (further referred to as the lower barrier candidate) in Figure 2.2(a) is not con-
tained inA, because [3, Proposition 1] is not fulfilled. This proposition states, that MRPI
sets with boundaries ⌣ and/or ⌢ may exist if and only if

.
⌣,2(t̄⌣) =

.
ω⌣(t̄⌣) > 0

and/or
.
⌢,2(t̄⌢) =

.
ω⌢(t̄⌢) < 0 holds. Applying this along with ω = 0 to (1.11) brings

the conditions

A −
∑

j∈N

Kj · sin
�

δmin, − δj − γj
�

> 0 (2.2)

A −
∑

j∈N

Kj · sin
�

δmx, − δj − γj
�

< 0 (2.3)

Failing to fulfill above conditions, the barrier candidate trajectory will leave the con-
strained state space evolving backwards in time from the point of ultimate tangentiality.
The lower MRPI barrier candidate in Figure 2.2(a) serves as an example of this phe-
nomenon.

2.1.2 Jumping Phenomenon

The barrier candidate tangentially intersecting the upper angular constraint boundary
δ = δmx (further referred to as the upper barrier candidate) in Figure 2.2(a) is although
contained inA between the angular constraints, however, this trajectory does not consti-
tute a validMRPI barrier due to the so-called jumping phenomenon also shown enlarged
in Figure 2.3(a). The jump is due to the signum function in (1.31), and can be character-
ized as follows

1. Let t̃ = t̃⌢ denote the point in time at which the upper barrier candidate intersects
theω = 0 axis. Running backwards in time starting from ⌢(t̄⌢) = [δmx 0] , as
⌢ approaches the jumping point ⌢(t̃⌢ < t̄⌢), the adjoint vector λ⌢ remains
perpendicular to the barrier candidate at all times [3, Eq. 6]

.
⌢(t)λ⌢(t) = 0 ∀ t < t̄ (2.4)

and is always pointing outside of the proposedMRPI set as shown in Figure 2.2(a).

2. Every trajectory (including the barrier candidate trajectories) may only ever inter-
sect the ω = 0 axis perpendicularly due to

.
δ = ω as in (1.11). This means, that

when ω(t̃) = 0, then
.
(t̃) = [0

.
ω(t̃)]T . This implies, in accordance with (2.4),

that .
ω(t̃)λ2(t̃) = 0. Since (going backwards in time)ω first decreases, then, with-

out a sign change, increases again (i.e. changes direction as it touches the hori-
zontal axis of the phase diagram), .

ωmust change sign just as ω becomes 0.

3. However, except for the signum function in (1.31), .
ω is described in (1.29) through

continuous functions. Thus, a sudden sign change can solely be attributed to the
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saturation function undergoing a sudden value change due to λ2 changing sign.
That is, λ2(t̃)must be 0.

4. The adjoint vector λ(t) is nonzero, and so because λ2(t̃) = 0, it must be that
λ1(t̃) ̸= 0.

5. From (1.30),
.
λ2 = −λ1 + λ2

D
2H , which, due to point 3, simplifies to

.
λ2(t̃) =

−λ1(t̃).

6. Due to points 4 and 5,
.
λ2(t̃) ̸= 0.

7. According to (1.30),
.
λ2 is continuous, thus for some infinitesimal Δt,

.
λ2(t̃−Δt) ≈.

λ2(t̃) ≈
.
λ2(t̃ + Δt) ̸= 0. In other words

.
λ2 does not undergo a sign change as

the barrier candidate trajectory intersects the ω = 0 axis.

8. As a consequence of points 5 and 7, λ1(t̃ − Δt) ≈ λ1(t̃) ≈ λ1(t̃ + Δt) ̸= 0.
Thus, neither does λ1 undergo a sign change as the barrier candidate trajectory
intersects the ω = 0 axis.

This means, that since the direction of λ1, does not change, but that of λ2, does
change between before and after the jump, λ(t̃− Δt)must be in the adjacent quadrant
to λ(t̃+ Δt). In case of the upper barrier candidate in Figure 2.2(a), the adjoint vectors
are in the II. quadrant before the jump (going backwards in time), and in the III. quadrant
thereafter. How the λ undergoes a quadrant change is shown in Figure 2.2(b).

However, since the adjoint vectors should point outwards of the proposed MRPI set
(see Figure 2.4), and the MRPI set must be coherent, this leads to a contradiction.
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Figure 2.4: Vectogram along valid set barriers for saturated-, as well as unsaturated cases. No-
tice how on the MRPI set barriers, all the state derivative vectors point towards the inside,
except for one vector in each point, which is tangential to the barrier trajectory. The same
is true for the admissible set barriers, except for that here all state derivative vectors point
towards outside of the admissible set, except for the one in each point that is tangential to
the admissible set barrier.

Indeed, in Figure 2.3(a), some state derivative vectors are shown along the MRPI bar-
rier candidate before- and after the jump (for δmin, δmx, and further interim δ values).
On the right hand side, these vectors all point inwards of the barrier candidate (except
for one, as for exactly one δ value, said state derivative vector is tangential to the barrier
candidate). Thismakes intuitive sense, as the very definition of an invariant set in Def. 3
is that for any starting state inside it, the state evolution will stay inside the invariant set
for all future points in time.

On the left hand side of Figure 2.3(a), state derivatives point towards the opposite
side of the barrier candidate, which does not facilitate a coherent MRPI set.

As for where barrier jumping may or may not occur, Figure 2.5 is intended to serve as
an overview. Since δst(,λ, δmin, δmx) : R2 × R2 × R× R→ [δmin, δmx] , if

� .
ω
�

�

ω=0,δsat=δmin

�

·
� .
ω
�

�

ω=0,δsat=δmx

�

> 0 (2.5)

then .
ω cannot change sign as the MRPI barrier candidate approaches the ω = 0 axis,

and so no jumping will occur. A statement about whether a jump occurs if (2.5) is not
fulfilled, is up for further mathematical analysis, as it might depend on what value δsat
takes as the trajectory crosses ω = 0.
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Figure 2.5: Jumping conditions along the ω = 0 axis.

Generally all considerations regarding set coherence, constraint violation, and the
jumping phenomenon hold not only for MRPI set barrier candidates, but admissible set
candidates as well. However, because M ⊂ A given A ̸= ∅, the validity of an MRPI set
implies the existence of a valid admissible set. Thus, whether MRPI barrier candidates
build a coherent MRPI set is the narrower question —as Figure 2.2(a) also illustrates—
worth examining.

2.2 Research Framework Setup

Subsequent efforts were focused towards laying out a method for finding valid MRPI
sets. To better facilitate experimenting, barrier candidate plotting inMATLABwas imple-
mented in a rather parameterized manner, so that arbitrary model network structures
can be loaded either by supplying model parameters directly, or with the help of the
MATPOWER library, by preparing a case file with the electrical properties of the physi-
cal power network, and letting MATPOWER generate the model [42].

Utilizing the latter method, further experimentation with the 9-bus-system from [12]
—as provided through [32]— took place. During our experiments, machine 1 has always
been assumed to be the referencemachine for whichω1 ≡ 0 holds, since —as it is also
shown in Figure 2.6— it has the highest inertia constant of all three machines.
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Figure 4.3.1 A three machine system as an 
example of a dynamic network. 

Figure 2.6: The three-machine, nine-bus test system. During experimentation, machine 1 served
as the infinite bus throughout. From [12, Fig. 4.3.1].

Furthermore, the nine-bus system has not been examined as-is, but it’s effective net-
work model was considered. The effective network model (EN model for short) was
initially proposed by [29], and is also referred to as the network-reduction model or
network-reduced model. Although a detailed discussion of this model is omitted from
this work, a brief introduction is nonetheless necessary. The essential consideration of
the EN model is that the nature of coupling between a pair of generators connected to
the same power grid is primarily determined by the structure of the transmission lines
and loads in between the generator nodes [31, S. 4.1], while the dynamical interaction
between said generators is described by applying the classical model’s power-angle
equation (1.5) for both machines. Effective network representation is concerned with
grasping the effect of aforementioned intermediate network structure on the dynamic
interaction of each pair of generators through a single term that depends only on the
generators’ state variables. In practice, the effective network model of an arbitrary os-
cillatory network of loads and generators (first-, ad second order oscillators) is formed
by applying a network reduction method (called Kron-reduction) to the original system,
resulting in a fully connected network of only the generators of the original system, with
load nodes (first order oscillators) completely eliminated.

Besides plotting phase diagrams as in Figure 2.1 and barrier candidates, further
graphics have been constructed to improve understanding of set-based power-system
dynamics. These include vector meshes of the state derivative vectors as in Figure 2.7,
vectograms along barrier (candidate) trajectories as in Figure 2.4, time domain plots as
in Figure 2.3(b), as well as plots of jumping conditions as in Figure 2.5.
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(a) (b)

Figure 2.7: Quiver plots of the saturated state derivatives.

2.3 Interactive Slider

In pursuing intuition of how angular constraints of valid MRPI sets could programati-
cally be found, a panel of four sliders in MATLABwas implemented, where the slider val-
ues corresponded to the lower-, and upper angular constraints of the two non-reference
machines (machines 2 and 3) in the nine-bus system’s effective network model repre-
sentation. Figure 2.8 shows a screen grab of aforementioned slider in use.

As for the sliders, the underlying script was written in such a way, that desired graph
types (out of the aforementioned options) can be input as parameters, and so once
it is run each adjustment made to a slider will cause the power system model to be
re-evaluated, and graphics to be updated accordingly.

Through further modification to the source code, a functionality was too imple-
mented, in which start, and end values of angular constraints can be input as param-
eters along with a desired angle step size vector (that is, an angular step size for each
minimal/maximal angular constraint for every non-reference machine), resulting in a
sequence of plot images that can easily be converted to a video using external tools.
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Figure 2.8: Sliders with angular constraint values.

Through experimentation, soon two observations were made:

• At least for this nine-bus system it is very much possible to find valid set pairs
by hand (through setting the sliders), even though modifying any slider value (any
constraint) has an effect on the whole network dynamics. After some experimen-
tation one seemed to be able to improve the skill of finding valid sets by hand,
starting with randomized initial values for angular constraints. However, this skill
was of rather intuitive kind, thus supporting the idea that a neural network might
be an option at tackling the task at hand.

• It seems that as one continuously modifies solely one constraint of a single ma-
chine in a given direction, then the phase diagram of the MRPI barrier candidates
go through phases of well recognizable characteristics.
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2.4 Observation on Barrier Phases

As a demonstration of the latter phenomenon, phase diagrams representative of afore-
mentioned stages will now be illustrated. For this demonstration, only the admissi-
ble set barriers, and the upper MRPI barrier candidate will be shown (but —for better
visibility— not the lower MRPI barrier candidate). Initially, the nine-bus system from be-
fore was simulated with such angular constraints that would lead to an initial upper
MRPI barrier candidate as shown in Figure 2.9 for one of the machines. The initial dif-
ference of this observed machine’s angular constraints will be taken as 100%, and the
upper angular constraint δmx will be increased in subsequent stages. All other con-
straints (of every machine in the network) will be left unchanged.

In the below discussion, before, after, first, and lastwill be used backwards in time for
conveniency. That is, point [δmx 0] (the upper point of ultimate tangentiality) will be
spoken of as if it would be the starting point of the upper MRPI barrier candidate, out
of which the latter propagates, even though the opposite is true.

= 100.00%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point

= 109.95%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point= 100.12%

= 102.43%

= 105.46%

= 107.16%

Figure 2.9: Stage 1 MRPI barrier phase.

Initially, the MRPI barrier candidate evolves in the undesirable direction as (2.3) is not
yet fulfilled. This condition remains unfulfilled until the barrier candidate approaches
the upper admissible barrier as shown in Figure 2.9.
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= 113.11%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point

= 118.57%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point= 114.97%

= 115.94%

= 117.15%

= 117.88%

Figure 2.10: Stage 2 MRPI barrier phase.

As (2.3) gets fulfilled, the MRPI candidate continues to propagate between the angu-
lar constraints and inside the admissible set, making a jump —as described in Section
2.1— before intersecting the opposite angular constraint δ = δmin.

= 119.30%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point

= 125.01%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point= 120.80%

= 122.01%

= 123.95%

= 124.68%

Figure 2.11: Stage 3 MRPI barrier phase.

The MRPI barrier candidate will eventually intersect the lower admissible barrier and
the lower angular constraint exactly in the point of ultimate tangentiality. From here on,
the upper MRPI set barrier will not intersect with the lower angular constraint before
intersecting the upper angular constraint for the second time during its evolution. The
jumping point will continue propagating towards the opposite constraint (towards left)
until the jump folds over to the ω < 0 side. That is, a δm value will eventually be
reached, at which the first time the MRPI barrier candidate reaches the ω = 0 axis, it
will pass thorough it, and a jump will occur from below.
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Figure 2.12: Stage 4 MRPI barrier phase.

Then, the barrier candidate’s tail continues rotating in counterclockwise direction. The
barrier candidate’s jumping point will again fold over to theω > 0 side, as the candidate
approaches the lower admissible set barrier.

= 125.54%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point = 125.57%

= 125.63%

= 125.66%

= 125.73%
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Figure 2.13: Stage 5 MRPI barrier phase.

As we pass the lower admissible set barrier for the second time, we start to see
a pattern in which the MRPI barrier candidate’s tail continues to evolve outwards, in
a direction that is rotating anticlockwise as δmx increases, while the jumping point
folding over again and again, with the jumping phenomenon happening after more and
more crossings of the ω = 0 axis. This pattern continues until the tail’s rotation slows
and finally changes direction.
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Figure 2.14: Stage 6 MRPI barrier phase.

After the direction change, the barrier candidate will continue rotating in the opposite
(clockwise) direction much like as if the the MRPI barrier candidate trajectory would
unwind from an imaginary reel whose axis goes through the equilibrium point and is
perpendicular to the δ − ω plane as can be observed in Figure 2.14. This continues
until the MRPI barrier candidate intersects with the point of ultimate tangentiality of
the opposite constraint, [δmn 0] in this case. This is exactly the point from where the
opposite barrier trajectory of the admissible set initiates (going backwards in time).
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Angular constraints
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= 144.18%
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Figure 2.15: Stage 7 MRPI barrier phase.

From this point on, theMRPI barrier candidate propagates in an arch that crosses the
opposite angular constraint at an ever higher |ω| value, as it approaches the same-side
(in our case, the upper) admissible set barrier.
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= 244.94%

Angular constraints
Admissible set barriers
MRPI set barrier
Equilibrium point

Figure 2.16: Stage 8 MRPI barrier phase.

Finally, as δmx further increases, (2.3) gets unfulfilled, resulting in both the upper
MRPI- and admissible set barrier candidates propagating in the invalid direction, outside
of the interval between the angular constraints as shown in Figure 2.16.

Table 2.1 overviews the evolution of the above discussed 8 stages of MRPI barrier
candidate trajectories and their characteristics in each stage.
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St. Rot.
Start End ΔΔδ

[pp]
Δδ [%] Dev. Q. V. Δδ [%] Dev. Q. V.

1 CCW 100,00 O IV. N 109,95 O
¯
C II. N 9,95

2 CCW 113,11 J̄ II. N 118,57 J̄C̄ IV. N 5,46

3 CCW 119,30 J̄C̄ IV. N 125,01 C̄
¯
J
¯
C II. N 5,71

4 CCW 125,20 C̄
¯
J
¯
C II. N 125,50 C̄

¯
CJ̄C̄ IV. N 0,30

5 CCW 125,54 C̄
¯
CJ̄C̄ IV. N 125,73 C̄

¯
CC̄

¯
CC̄ IV. N 0,19

6 CW 125,74 C̄
¯
CC̄

¯
CC̄ IV. N 133,36 C̄ IV. Y 7,62

7 CW 135,56 B IV. Y 243,48 B II. Y 107,92

8 CW 244,94 O IV. N

Table 2.1: Characteristics of MRPI barrier candidate trajectory phases. Abbreviations are as fol-
lows: St.: Stage; Rot.: Rotation (CW: Clockwise, CCW: Counter-Clockwise); Δδ: The δmx −
δmin distance prevalent towards the start-, or end of the phase as a percentage of the initial
distance; Dev.: Development of the barrier trajectory as going backwards in time (O: "Out",
the barrier trajectory violates (2.2)-(2.3), J: Jumping in ω = 0, C: Crossing the ω = 0 axis,
B: Boundary of the opposite angular constraint crossed). Underlines and overlines represent
whether a jumpor an axis intersection took place as the trajectorywas approaching theω = 0
axis from the ω < 0 half plane or not respectively as time progresses backwards; Q.: Quad-
rant of the state-plane towards which the barrier candidate evolves as going backwards in
time; V.: Validity of the barrier candidate, as in whether it could constitute a barrier of a con-
sistent MRPI set (N: No, Y: Yes); ΔΔδ: Change in Δδ between the start and end of the phase
in percentage points.

So far this demonstration focused on an upper MRPI barrier candidate of a machine,
and what happens as one increases the upper constraint’s value of that same machine.
However, experimental results suggest that the conjecture regarding barrier candidate
stages can be further extended. Given that

1. a single machine’s phase diagram is being observed, and

2. a single angular constraint value of either the same or another machine —and
nothing else— is being altered in a given direction

then the phase diagram will go through the aforementioned stages in either forward or
backward order, if at all.

Would the conjecture hold, it would have implications as follows. Let us assume, that
a single constraint value (a slider) is, say, increased, and consequently a barrier candi-
date trajectory of a machine would change from stage 4 to stage 3. Then, resetting and
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2.5 BARRIER PHASES AND SET VALIDITY

decreasing the same value instead would cause the barrier candidate to either remain
in stage 4 or transition to stage 5, but never to transition to stage 3.

Furthermore, above observations seem to apply to both upper-, and lower barrier can-
didates; in the latter case each stage would look similar to that of the upper bound but
mirrored to roughly the ω = −δ line.

Of the aforementioned developmental stages, MRPI barrier candidates of stage 6 or
7 may possibly serve as a valid MRPI barrier candidate of the observed machine. In the
former case, a single MRPI barrier as in Figure 2.1(b), and in the latter, two (an upper
and lower) stage 7 MRPI barriers as in Figure 2.1(a).

Most importantly, would the conjecture and its aforementioned implications be true,
it would further suggest, that amethodical search for validMRPI sets would be possible
by the means of gradual adjustment of the angular constraints.

2.5 Barrier phases and set validity

Table 2.1 shows that barrier stages 6 and 7 may constitute valid MRPI barrier candi-
dates. It has been elaborated in the table’s caption that validity in this sense refers to
whether the barrier trajectory in question could constitute a barrier of a consistentMRPI
set. The current section aims to discuss how statements about barrier phases translate
to statements about MRPI set consistency. To facilitate further investigation, we are go-
ing to take a look at the one machine, one bus example from [3, 5.1], that embodies a
most basic power network with a single generator connected to a single load as de-
picted in Figure 2.17. Tim Aschenbruck et al., 7

defining the boundary of a set and needing to be ignored.
Let us denote the time at which a jump occurs by 𝑡. Recall
that 𝑑𝑗𝑖 is a function of 𝜆2𝑖 , see equations (10) and (11), and
thus when this switch occurs 𝜆2𝑖 (𝑡) = 0. Recall from the
stated conditions in Section 3 that the adjoint is nonzero.
Thus, when 𝜆2𝑖 (𝑡) = 0, it is true that 𝜆1𝑖 (𝑡) ̸= 0, which
implies, from (6) or (7), that 𝜆1𝑖 (𝑡)𝜔𝑖(𝑡) = 0, which implies
𝜔𝑖(𝑡) = 0. Thus, jumps can only occur if the candidate
barrier trajectory intersects the 𝛿𝑖-axis and if 𝜔̇𝑖 changes
sign at 𝑡.

4.3 Detailed analysis of the sets for load
nodes

The analysis of finding ℳ and 𝒜 for loads is easier than for
generators due the one-dimensional load dynamics (2). For
a one-dimensional system the sets are connected. To see
this, consider ℳ and suppose it were not connected. Then
there would exist an initial condition 𝑥0 ∈ ℳC, along with
a disturbance realisation, such that the resulting integral
curve violates a constraint in the future, but which would
first have to penetrate ℳ, which is impossible. A similar
argument holds true for 𝒜. Thus, to specify the sets we
only need to find their lower and upper bounds. For the
set ℳ these are specified from the solution of the following
two problems:

min
𝛿𝑖≤𝛿𝑖≤𝛿𝑖

𝛿𝑖 subject to min
𝑑𝑖∈𝐷𝑖

𝛿̇𝑖 ≥ 0, (12)

max
𝛿𝑖≤𝛿𝑖≤𝛿𝑖

𝛿𝑖 subject to max
𝑑𝑖∈𝐷𝑖

𝛿̇𝑖 ≤ 0. (13)

For the set 𝒜, they are obtained from:

min
𝛿𝑖≤𝛿𝑖≤𝛿𝑖

𝛿𝑖 subject to max
𝑑𝑖∈𝐷𝑖

𝛿̇𝑖 ≥ 0, (14)

max
𝛿𝑖≤𝛿𝑖≤𝛿𝑖

𝛿𝑖 subject to min
𝑑𝑖∈𝐷𝑖

𝛿̇𝑖 ≤ 0. (15)

5 Examples

5.1 Sets for a two-bus system

To illustrate our approach in detail we consider a com-
mon one machine one load system as shown in Fig. 2.
The dynamics of the generator node is: 𝛿̇1 = 𝜔1, 𝜔̇1 =
−𝑘1𝜔1−𝑎12 sin(𝛿1−𝛿2)+𝑃𝑚1

𝑚1
, and that of the load is: 𝛿̇2 =

−𝑎12 sin(𝛿2−𝛿1)−𝑃𝑑2
𝑘2

. We identify 𝑥1 ≜ (𝛿1, 𝜔1)
𝑇 , 𝑥2 ≜ 𝛿2,

𝑑21 ≜ 𝛿2 and 𝑑12 ≜ 𝛿1. First, we concentrate on the generator
node. We use the parameters as in [9]: 𝑘1 = 1 p.u., 𝑚1 = 1

∿ ∿
Fig. 2: Two-bus system with one generator and one load bus

p.u., 𝑎12 = 0.8 p.u., and 𝑃𝑚1 = 0.4 p.u.. We impose the
constraints |𝛿1| ≤ 𝜋

2 and assume |𝛿2| ≤ 𝛿2. We proceed to
find the barriers ending on the ultimate tangentiality points
(±𝜋

2 , 0) using (10) and (11), assuming a different bound
𝛿2, as shown in Fig. 3. Clearly, each MRPI is a subset of
its corresponding admissible set, this fact illustrated with
different line types. We also note that ℳ grows with de-
creasing 𝛿2, but 𝒜 shrinks as this happens. When 𝛿2 = 0

(load is the infinite bus) the sets coincide. Next, we concen-
trate on the load node with the parameters 𝑘2 = 1 p.u.,
and 𝑃𝑑2

= 0.7 p.u.. The disturbance bound 𝛿1 = 𝜋
2 and the

different constraints on 𝛿2 are given from before. With (12)
- (15) we find the bounds for 𝒜 and an upper bound for ℳ
within the constrained state space. The resulting sets for
the load are shown in Fig. 4.

5.2 Multi-machine system

This example shows the set-based analysis for the power
networks components with several neighbouring nodes influ-
encing each other. We consider a six bus post-fault system
with a complete graph structure, consisting of four genera-
tor nodes, one load node and one reference node. Therefore
each considered component has 5 neighbouring nodes. A
sketch of the considered power network is shown in Figure
5

We use (1) for all 𝑖 ∈ 𝒢 (𝑖 = 1, ..., 4) and (2) for 𝑖 ∈ ℒ
(𝑖 = 5). The grid components parameters are as follow
𝑚𝑖 = 1 and 𝑃𝑚𝑖 = 0.1, ∀𝑖 ∈ 𝒢; 𝑃𝑑𝑖

= 0.4, ∀𝑖 ∈ ℒ; 𝑘1 = 0.1,
𝑘2 = 1, 𝑘3 = 2, 𝑘4 = 3, 𝑘5 = 4; 𝑎𝑖𝑗 = 0.2, ∀𝑖 ∈ 1, ..., 5, ∀𝑗 ∈
1, ..., 5, 𝑗 ̸= 𝑖, 𝑎𝑖6 = 2, ∀𝑖 ∈ 1, ..., 5. We define the constraints
for all grid components |𝛿𝑖| ≤ 𝜋

2 , ∀𝑖 ∈ 1, ..., 5, from where we
deduce the disturbance bounds 𝐷𝑗

𝑖 ≜ [−𝜋
2 ,

𝜋
2 ], ∀𝑖 ∈ 1, ..., 5,

∀𝑗 ∈ 1, ..., 5, 𝑗 ̸= 𝑖. We know from Section 4.1 that (±𝜋
2 , 0)

are the points of ultimate tangentiality for all generator
nodes. We obtain the sets for generator nodes via backwards
integration of (1) and the corresponding adjoint system (5)
from these points, using (10) and (11) as the disturbance
realization. The results are shown in Figure 6. Clearly we
can see the influence of different damping parameters 𝑘𝑖

for each machines sets, which can lead to an empty MRPI,
as can be seen for generator 1. From our set analysis we

Figure 2.17: Topography of the one machine, one bus system. From [3, Fig. 2].

In describing the dynamics of the above system, the sole generator and load were
considered as second-, and first order coupled oscillators respectively, described by
the swing equation (1.6). Figure 2.18 depicts the phase diagrams of above system for
unchanged system parameters except for growing δmx,2 = −δmin,2 values between
0 and π

2 .
Observing the lower MRPI barrier candidate, we see that although it gets further and

further away from the lower admissible set barrier, it remains a phase 7 barrier candi-
date. Actually, according to the proposition in Section 2.4, what we see is the phase
7 MRPI barrier transition as in Figure 2.15, playing out in reverse (towards phase 6) as
δmx,2 grows.
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Figure 2.18: Barrier phases in the one machine one bus system from [3, S. 5.1], shown in
Figure 2.17. Index 1 represents the sole generator node (modeled as a second order oscil-
lator), and 2 the load node (modeled as a first order oscillator). (a): Both MRPI barriers are
of phase 7 as in Figure 2.15. The MRPI and admissible sets coincide. (b): Both MRPI barri-
ers are still of phase 7, but as δmx increases, the admissible set grows bigger, while the
MRPI set shrinks. Nonetheless, the MRPI barriers still build a consistent type AMRPI set (see
Figure 2.1). (c): The lower MRPI barrier is of phase 7, while the upper one is of stage 6, inter-
secting the upper angular constraint twice, building a type B MRPI set. (d): The lower angular
constraint is of phase 7, and the upper one is of phase 8 as (2.3) does not get fulfilled. Note
that this subfigure (unlike the other three) shows the barrier candidate evolutions before (go-
ing forward in time) they intersect with the upper angular constraint. The reasoning behind
this exception is that this way the upper MRPI barrier candidate’s evolution is visible.
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Regarding the upper MRPI barrier candidate, subfigures (a) and (b) show the same
phase 7 transition as with the lower MRPI barrier. Then, as δmx,2 further grows, the up-
per MRPI barrier enters phase 6 in subfigure (c), eventually going through all the interim
phases until reaching phase 1 in subfigure (d).

As for how these phase evolutions translate to statements about the consistency of
the MRPI set, the following can be said:

1. Two phase 7 MRPI barrier candidates will build a consistent type A —as in
Figure 2.1(a)— MRPI set for the observed machine.

2. A single phase 6 MRPI barrier candidate may build a consistent type B —as in
Figure 2.1(b)— MRPI set if the barrier candidate does not undergo the jumping
phenomenon, nor are loops in the barrier candidate’s evolution between the ob-
served machine’s angular constraints.

3. Barrier candidates of phase 1-5 and 8 do not contribute towards building a consis-
tent MRPI set.

2.6 Iterative approach towards finding consistent MRPI sets

Because of the connection between barrier phases and MRPI sets, it can be presumed
that an iterative algorithm capable of finding consistent MRPI sets exists. To support
this statement, an example considering the nine-bus system will be provided in this
section. In it, the Effective Network model of the nine-bus system (see Figure 2.2) is
considered as provided through [32], and the slider from Section 2.3 is utilized.

We choose arbitrary initial constraints, so that they are 1.6 rd away from the cor-
responding machines’ equilibrium points. This results in phase diagrams as shown in
Figure 2.19.
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Machine 3

Angular constr.
Adm. set barr.

MRPI barr. cand.
Eq. point
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Figure 2.19: Phase diagrams of the two non-reference machines when angular constraints are
[δmin,2, δmx,2, δmin,3, δmx,3] = [δeq,2, δeq,2, δeq,3, δeq,3] + [−1.6,1.6,−1.6,1.6]

Then, we consider the phase of each MRPI barrier candidate, while also examining,
what effect a change in each angular constraint’s value inflict on the barrier candidates.
For our purposes, we will only note down angular constraints that have a notable effect
on the barrier candidate in question. These are summarized in Table 2.2.

MRPI barrier candidate 2U 2L 3U 3L

Phase 6 7 2 7

Relevant angular constraint
δmx,2 →
δmx,3 ←

δmin,2 ←
δmx,2 ←
δmx,3 →

δmin,3 ←

Table 2.2: Initial phases of each MRPI barrier candidate, and angular constraints they are most
affected by. Barier candidates are denoted by the machine number, and "U" for the upper and
"L" for the lower barrier candidate. Arrows mean that changing the angular constraint (slider)
in that direction results in the barrier candidate in question to transition towards phase 8.
For example, decreasing δmx,2 and/or increasing δmx,3 shifts the upper barrier candidate
of machine 3 from phase 2 towards phase 3 (and the upper barrier candidate of machine 2
towards phase 5).

The upper barrier candidate of machine 2 builds a consistent type B MRPI set, how-
ever, the barrier candidates (of phases 2 and 7) of machine 3 do not result in a consis-
tent MRPI set of any kind. Intuitively, one might try to shift the upper barrier candidate
of machine 3 to phase 6 or 7. Looking at Table 2.2 we see that this can be done by de-
creasing δmx,2 and increasing δmx,3. Let us do so by the amount of 0.1 rd in both
cases. The results are shown in Figure 2.20.
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Figure 2.20: Phase diagrams of the two non-reference machines when angular constraints are
[δmin,2, δmx,2, δmin,3, δmx,3] = [δeq,2, δeq,2, δeq,3, δeq,3] + [−1.6,1.5,−1.6,1.7]

Indeed, the thirdmachine’s upperMRPI barrier candidate has transitioned fromphase
2 to phase 3, however, the second machine’s upper barrier candidate has also transi-
tioned from phase 6 to phase 3 as summarized in Table 2.3.

Barrier candidate 2U 2L 3U 3L

Phase 3 7 3 7

Table 2.3: Phase of eachMRPI barrier candidate after decreasing δmx,2 and increasing δmx,3

by 0.1 rd as in Figure 2.20.

This has also been expected, because taking a look at Table 2.2 we see that relevant
angular constraints are the same for both the upper angular constraints of machines 2
and 3, except in opposite directions. This approach thus won’t work for finding consis-
tent MRPI sets.

Another approach does work however, and the train of thought behind it is as follows.
Changing angular constraints not listed in Table 2.2 for a given barrier candidate do not
have (much) effect on the evolution of the barrier candidate in question. Thus, changing
δmin,2 and δmin,3 do not havemuch immediate effect on the upper barrier candidates of
either machine. Hence, we reset the initial conditions, and this time we increase δmin,2

and δmin,3 until we observe any state transition of the lower barrier candidates. This
way, we arrive at the phase diagrams shown in Figure 2.21.
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Figure 2.21: Phase diagrams of the two non-reference machines when angular constraints are
[δmin,2, δmx,2, δmin,3, δmx,3] = [δeq,2, δeq,2, δeq,3, δeq,3] + [−0.6,1.6,−0.2,1.6]

Notice that the upper MRPI barrier candidates’ evolution did not change by a visi-
ble amount, even though the phase 6 upper MRPI barrier candidate of machine 2 can
now be considered a phase 7 MRPI barrier , due to the lower angular constraint getting
closer to the equilibrium point, and intersecting the barrier in question before (going
backwards in time) it would cross the ω = 0 axis.

Barrier candidate 2U 2L 3U 3L

Phase 7 7 3 7

Table 2.4: Phase of each MRPI barrier candidate after increasing δmin,2 and δmin,3 as in
Figure 2.21.

After the last modifications, we have obtained a consistent type A MRPI set for ma-
chine 2. Although this was unintentional, decreasing the distance between a machine’s
angular constraints is an advantageous action, because generally the narrower the inter-
val of permitted angular deviation, the less volatile areMRPI sets as angular constraints
undergo adjustment. That being said, we now re-try what resulted in Figure 2.20 before:
decreasing δmx,2 and increasing δmx,3 so that the upper barrier candidate of ma-
chine 3would transition towards higher phases in accordancewith Table 2.2. The result
is shown in Figure 2.22.
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Figure 2.22: Phase diagrams of the two non-reference machines when angular constraints are
[δmin,2, δmx,2, δmin,3, δmx,3] = [δeq,2, δeq,2, δeq,3, δeq,3] + [−0.6,1.5,−0.2,1.7]

Indeed, after the modifications, all barrier candidates are of phase 7, and thus both
non-reference machines have a consistent type A MRPI set.

Barrier candidate 2U 2L 3U 3L

Phase 7 7 7 7

Table 2.5: Phase of each MRPI barrier candidate in accordance with Figure 2.22.

Comparing Figure 2.19(a), Figure 2.21(a) and Figure 2.22(a) we can arrive at an intu-
itive explanation on how it was possible to find valid phase 7 MRPI barrier candidates
as we moved the lower angular constraints closer to the equilibrium point.

• First, moving the lower angular constraint closer to the equilibrium point results in
the angular constraint intersecting the upper barrier candidate. Furthermore, the
closer the lower angular constraint to the equilibrium point is, the higherω2 value
the intersection will took place at.

• Then, in Figure 2.21 we have a situation in which the upper barrier candidate ofma-
chine 3 has to transition towards higher phases, but which can only be initiated by
actions that would also cause the upper barrier candidate of machine 2 to transi-
tion towards lower phases. However, we now have enough leeway in the second
machine’s upper MRPI barrier candidate’s evolution so that as the third machine’s
upper barrier candidate transitions to phase 6 or 7, the second machines upper
barrier candidate either remains in phase 7 or does not transition below phase 6,
resulting in consistent MRPI sets for both machines.

48



2.7 INVERSE DAMPING ADJUSTMENT

• After the last modification to the angular constraints, we observe that as the
third machine’s upper upper MRPI barrier candidate transitioned into phase 7, the
second machine’s although transitioned towards phase 6 —as indicated by the
lower ω2 value at which it intersects the lower angular constraint than before the
adjustment—, it just happened to remain in phase 7.

2.7 Inverse damping adjustment

Since angular constraints denote limits of safe operation of the normal operating state
in Dy-Liacco’s model (see Figure 1.2), they determine when the power grid transitions
to the alert- or emergency operating states. In other words, they are virtual in the sense
that they do not directly embody any physical quantities. (This constitutes a major rea-
son for why having a method for rapid constraint re-evaluation would be advantageous,
especially with the energy landscape shifting towards a more diversified, dynamically
changing one as outlined in Chapter ??.)

However, the barrier phases of Section 2.4 are not only affected by angular con-
straints, but also by such physical quantities a mechanical damping, that is, D in (1.6).
Even though a machine’s damping is a rather fixed physical characteristic, it might still
worth exploring how it affects the barrier candidates’ evolution, so that an iterative pro-
cess similar to that in Section 2.6 might be extended by involving the temporary adjust-
ment of the damping coefficient.

Furthermore, it is possible, that grid topology and mechanical characteristics of the
grid’s elementsmathematically do not allow for for the existence of a valid MRPI set for
each and every non-reference node. Even then, involving the damping in an interactive
process similar to that in Section 2.6 can help reveal which nodes implicate damping
deficiency and by what extent. This might be of good use due to advancements in re-
searching approaches towards providing additional damping for power systems with a
high share of regenerative power sources such as in [39] and [19].

To illustrate damping adjustment, we will examinemachine 3 from the initial setup of
Section 2.6, Figure 2.19. Although unstated, the damping coefficients in this scenario
were initially provided as D1 = D2 = D3 = 50 by [32]. This resulted in a phase 2 upper
MRPI barrier candidate for machine 3 as shown in Table 2.2. However, we observe that
as we increase the damping coefficient, the upper barrier candidate of machine 3 shifts
towards phase 7 as shown in Figure 2.23.
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2.7 INVERSE DAMPING ADJUSTMENT
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(b)

Angular constr.
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MRPI barr. cand.
Eq. point

(c)

Angular constr.
Adm. set barr.

MRPI barr. cand.
Eq. point

(d)

Figure 2.23: Phase diagrams of machine 3 from Figure 2.19(b), with its damping coefficient set
to various values. The damping coefficient of the secondmachine and the referencemachine
was 50 in all cases.(a): D3 = 50. (b): D3 = 60. (c): D3 = 65. (d): D3 = 80.

Damping coefficient D3 50 60 65 80

Upper MRPI barrier candidate’s phase 2 3 6 7

Lower MRPI barrier candidate’s phase 7 7 7 7

Table 2.6: The damping coefficient’s effect on the MRPI barrier candidates’ phases in accor-
dance with Figure 2.23.
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CONCLUSION AND OUTLOOK 3
3.1 Summary

The main intention of this work was to explore set-based transient stability analysis of
power systems, as well as to lay down the groundwork for future investigation on its
implementability and automatability. Particularly, the questions “For given power grid
parameters and constraints, how does one determine bounds of safe operation, and how
does one redefine the latter so that safe operation of the entire grid can be granted?” have
been examined.

Chapter 1 served as an overview of the preliminaries necessary for subsequent ex-
ploratory efforts. Hereby, power system stability was defined and classified, arriving
at what this work is exclusively concerned with: transient rotor angle stability. Equa-
tions governing power system operation have been presented, along with how pre-fault,
fault-on, and post-fault scenarios tie in with with these operating states. A prototypical
use-case for transient stability analysis was briefly characterized. Approaches used for
stability assessment have been surveyed: the equal areas criterion, time domain simu-
lations, direct methods, model-free approaches, and set-based approaches. The swing
equation and the power-angle relationship —together describing the fundamental dy-
namics of individual synchronous electricalmachines—have been proposed, alongwith
the coupled oscillator representation of power systems, including a brief overview on
its historical origins. At this point, the fundamentals of viability theory were presented
up to the definition of the admissible set, and the maximal robust positively invariant
(MRPI) set. Then, the subsequent part deduced how —with the help of barrier theory—
can above sets be determined computationally. It has been shown that complex dy-
namical systems such as power grids can be decoupled into subsystems, the stability
assessment of which can take place individually through set-based analysis. Finally the
chapter’s content so far was summarized by demonstrating how admissible-, andMRPI
set barriers can be calculated in the general case, given that an oscillatory model has
been built and the complete system underwent decomposition.

Chapter 2 aimed to record the research project’s progression, while documenting up-
coming obstacles and peculiarities. Thus, the two topologically distinct types of valid
MRPI sets of a generator have been pictured and described, along with MRPI barri-
ers’ possible invalidities: the constraint violation and the jumping phenomenon. The
theoretical explanation for why, how, and when these invalidities come to be has also
been deducted. Afterwards, the description of the research framework followed: the
software landscape (MATLAB with the MATPOWER library) has been introduced along
with the three-machine, nine-bus system onwhich all subsequent tests were conducted.
It has been described how experimentation with the interactive sliders helped propos-
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3.2 OUTLOOK

ing the conjecture on MRPI barrier phases, in which MRPI barrier candidates tend to
go through very specific stages. Said stages have each been illustrated and described,
and the characteristics of each phase have been summarized in a tabular fashion. Sub-
sequently, the one-machine-one-bus, and nine-bus test systems were utilized as a vehi-
cle for demonstrating interdependence of angular constraints, barrier phases, and the
existence of MRPI sets. An approach for finding consistent MRPI sets through itera-
tive manual adjustment of the interactive sliders in case of the nine-bus system was
shown. Lastly, it has been shown that even if no combination of angular constraints
would grant sufficient stability for the whole of a given power grid, the existence of
such an iterative method could still be extended by involving generator damping coeffi-
cients as adjustable parameters. This way, damping bottlenecks could be localized and
assessed at which providing additional damping would act in favor of the whole grid’s
stability.

3.2 Outlook

Even though the manual process in Section 2.6 has supposed to demonstrate the appli-
cability of the conjecture proposed in Section 2.4, further investigation in the automata-
bility ofmethods built on it is still to be conducted. Questions yet to be examined include
the following:

• How does one tell which phase an MRPI barrier candidate is currently in without
relying on human intuition and/or in more complex systems?

• How do we computationally determine which constraints what kind (and how
strong) of an effect have on MRPI barrier candidate phases?

• When machine parameters such as damping must be left unmodified, how does
one go aboutmaking a statement onwhether a set of angular constraints building
consistent MRPI sets for all machines exist in the first place?

• What —if anything— do MRPI barrier phases imply regarding MRPI set area size?
Could the proposed iterative approach be extended so that not just any MRPI sets
are found, but the ones granting the most stable grid?

• What peculiarities and engineering barriers may arise while implementing an au-
tomatized search algorithm or optimization problem? Is it possible to develop a
computationally inexpensive and scalable solution?

Given the numerous open-ended questions, subsequent exploratory research focus-
ing on the implementability and automatability of set-based transient stability analysis
of power systems would be desirable.
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